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#### Abstract

Flexible job-shop scheduling problem (FJSP) is very important in many research fields such as production management and combinatorial optimization. The FJSP problems cover two difficulties namely machine assignment problem and operation sequencing problem. In this paper, a hybrid of particle swarm optimization (PSO) algorithm and tabu search (TS) algorithm are presented to solve the FJSP with the criterion to minimize the maximum completion time (makespan). In the novel hybrid algorithm, PSO was used to produce a swarm of high quality candidate solutions, while TS was used to obtain a near optimal solution around the given good solution. The computational results have proved that the proposed hybrid algorithm is efficient and effective for solving FJSP, especially for the problems with large scale.
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## I. Introduction

Flexible job-shop problem (FJSP) is harder than the classical job-shop problem. In FJSP, one operation can be operated on a set of machines [1-5]. Therefore, FJSP should solve two problems: first, assign a proper machine from a set of machines to operation each operation; second, sequence each operation on every given machine. The former problem can be seen as a parallel machine problem, which is also a NP-hard problem. The latter is equal to a classical job-shop problem.

The FJSP recently captured the interests of many researchers. The first paper about FJSP was proposed by Brucker and Schlie (Brucker \& Schlie, 1990) [2], which

[^0]discuss a simple FJSP model with two jobs and operations performed on any machines with the same processing time. To solve more genera FJSP problems with more than two jobs and machines, many researchers proposed hierarchical approaches, i.e., decomposing the problem into two stages: machine assignment sub-problem and job shop sub-problem. The first author to use the hierarchical idea was Brandimarte (Brandimarte, 1993) [3], who solved the first stage with some existing dispatching rules and the second stage with tabu search heuristic algorithms. Mati (Mati Rezg \& Xie, 2001) [4] proposed a greedy heuristic for simultaneously dealing with the two stages. Liouane (Liouane, 2007) [5] illustrated a combined ant system optimization with local search methods, including tabu search for solving the FJSP problems. Saidi-mehrabad (Saidi-mehrabad, 2007) [6] gave a detailed solution for solving FJSP with tabu search method.

In this paper, we give a new chromosome representation for the FJSP solutions, and propose some novel crossover and mutation functions for the particle swarm optimization algorithm. In each generation, we use tabu search algorithm to find near optimum solutions for the given best solution. After a detailed experiment, the result verifies that our novel method can get better solutions in very short period. The paper is organized as follows: in section 2, we introduce the problem definition; in section 3, some related algorithms such as particle swarm optimization and tabu search algorithm are given respectively; in section 4, several initial solution rules are proposed; in section 5, the framework of the hybrid algorithm is described; at last, several detailed experimental comparison are made, and the analysis of the experimental results are given.

## II. Problem Definition

In the FJSP problems, there are $n$ jobs and $m$ machines. Consider a set of $n$ jobs, noted $J=\left\{J_{1}, J_{2}, \ldots . J_{n}\right\}$, every job in the set $J$ has a given number operations, and should be operated on a given machine from a machine set named $M=\left\{M_{1}, M_{2}, \ldots . M_{m}\right\}$. There are two kinds of FJSP, i.e., T-FJSP and P-FJSP. For the T-FJSP, each job can be operated on every machine from the set $M$; for the P-FJSP, there is a problem constraint for the operating process, one operation of a job must be processed by a set of machines in $M^{\prime} \subseteq M$. The detailed definition of the FJSP as follows [5-7]:

- A set of $J$ independent jobs.
- Each job $J_{i}$ can be operated on a given set of machines $M_{i}$.
- The $O_{i, j}$ represents the $j^{\text {th }}$ operation of $J_{i}$. The machines set waiting for processing the $O_{i, j}$ noted by $M_{k} \subseteq M$.
- We use $p_{i, j, k}$ to represent the processing time of $O_{i, j}$ operated on the $k^{\text {th }}$ machine.
- There have two assumptions: a started operation can not be interrupted; each machine only can process one operation at the same time.

The objective in our paper is to find the minimum time of the whole operations..

## III. The Hybrid Algorithm For Fisp

## A. Particle Swarm Optimization

## 1) The basic PSO

The PSO (Particle Swarm Optimization) algorithm is introduced in 1995 by Kenney and Russell (Kennedy \& Eberhart, 1995) [8]. The PSO algorithm is initialized with a population of particles; each of the particles represents a candidate solution. The $\mathrm{i}^{\text {th }}$ particle in d-dimension solution space is denoted by $X_{i}=\left(x_{i 1}, x_{i 2}, \ldots ., x_{i d}\right)$. The $i^{\text {th }}$ particle is assigned a randomized velocity $V_{i}=\left(v_{i 1}, v_{i 2}, \ldots ., v_{i d}\right)$ and is iteratively moved through the problem space. During the evolution phase, each particle follows two best values: $P_{l}=\left(p_{l 1}, p_{l 2}, \ldots, p_{l d}\right)$, which is the best solution that the $i^{\text {th }}$ particle has achieved so far and $P_{g}=\left(p_{g 1}, p_{g 2}, \ldots ., p_{g d}\right)$, which is the best solution obtained by the population so far. The update operator of each particle as follows:

$$
\begin{gathered}
\left.v_{i d}=w \times v_{i d}+c_{1} \times \operatorname{rand}() \times\left(p_{l d}-x_{i d}\right)+{ }_{i d}\right) \\
c_{2} \times \operatorname{rand}() \times\left(p_{g d}-x\right) \\
x_{i d}=x_{i d}+v_{i d}, 0 \leq w, c_{1}, c_{2} \leq 1
\end{gathered}
$$

w is inertia weight, which is used to maintain the particle; $c_{1}$ and $c_{2}$ are used to determine the proportion that the particle should study from personal and social history, respectively.
2) Discrete PSO

In traditional PSO, each particle learns from the local best particle and the global best particle. The traditional PSO if for continuous problem, but the FJSP problem is a combinatorial discrete problem. So, we must adjust the traditional PSO algorithm and make it adapt to solving the FJSP problems. Here, we introduce two operators: crossover and mutation operator into the traditional PSO.

The crossover operator is used in GA (Genetic Algorithm) to produce better chromosomes. With crossover operator, particles in a population can exchange information with others in the same population, and find the near-optimal solution quickly. Each particle in the population can learn
from two particles: the local best particle, which is the best solution it has achieved so far; the global best particle, which is the best solution the population has achieved so far. Therefore, for the population, we allocate a memory space to record the local best for each particle. We also develop a special particle which records the global best in the population. With crossover operator, the traditional PSO algorithm should be redefined as follows [9]:

$$
X_{j}^{l+1}=c_{2} \otimes g\left(c_{1} \otimes g\left(w \otimes h_{i, i^{\prime}}\left(X_{j}^{l}\right), p B_{j}^{l}\right), g B^{l}\right)
$$

The formulation has three stages:

$$
E_{j}^{l}=w \otimes h_{i, i^{\prime}}\left(X_{j}^{l}\right)=\left\{\begin{array}{l}
h_{i, i^{\prime}}\left(X_{j}^{l}\right), \operatorname{rand}()<w  \tag{1}\\
X_{j}^{l}, \\
\operatorname{rand}() \geq w
\end{array}\right.
$$

This part considers the learning information from itself. $h_{i, i^{\prime}}\left(X_{j}^{l}\right)$ represents the new particle different from the old one. The update step as follows: first, randomize two location numbers $i$ and $i^{\prime}$, then swap the element at the position $i$ and $i^{\prime}$. The result is $h_{i, i^{\prime}}\left(X_{j}^{l}\right)$. The new particle after the first stage equals to $h_{i, i^{\prime}}\left(X_{j}^{l}\right)$ with probability $w$ and $X_{j}^{l}$ with probability $1-w$.

$$
F_{j}^{l}=c_{1} \otimes g\left(E_{j}^{l}, p B_{j}^{l}\right)= \begin{cases}g\left(E_{j}^{l}, p B_{j}^{l}\right), & \operatorname{rand}()<c_{1}  \tag{2}\\ E_{j}^{l}, & \operatorname{rand}() \geq c_{1}\end{cases}
$$

In this stage, we consider the learning information from the local best of $X_{j}^{l}$. The learning process as follows: first, random select a segment in $E_{j}^{l}$, and concatenate this segment before or after the local best particle $p B_{j}^{l}$, and then delete the repeated elements in the new particle. The result particle is $F_{j}^{l}$. The new particle after the second stage equals to $g\left(E_{j}^{l}, p B_{j}^{l}\right)$ with probability $c_{1}$ and $E_{j}^{l}$ with probability $1-c_{1}$.

$$
X_{j}^{l+1}=c_{2} \otimes g\left(F_{j}^{l}, g B^{l}\right)= \begin{cases}g\left(F_{j}^{l}, g B^{l}\right), & \operatorname{rand}()<c_{2}  \tag{3}\\ F_{j}^{l}, & \operatorname{rand}() \geq c_{2}\end{cases}
$$

This stage considers the learning information from the global best $g B^{l}$. The new particle is developed following three steps: first, random select a segment from $F_{j}^{l}$, and join this segment before or behind $g B^{l}$, and then delete the repeated elements in the new particle. The probability to learn from the global best is $c_{2}$.

## B. Framework of the Hybrid Algorithm

In this paper, we use a hybrid algorithm with TS and PSO for solving the FJSP. The main framework of the hybrid algorithm as follows.

## Step 1: Initialization

Step 1.1 Set parameters for the hybrid algorithm.
Step 1.2 Produce a swarm of initial solutions using the initialization rules listed in Section 4.

## Step 2: Applying PSO algorithm

Step 2.1 Get the global best and local best particle in the swarm

Step 2.2 Apply the crossover function to each particle and the global best particle, and then the particle with the local best particle of it.

Step 2.3 Apply the mutation function to each resulted particle.

Step 2.4 Update the global best particle and the local best for each particle.

Step 3: Applying TS algorithm
Step 3.1 Get the global best in the current swarm.
Step 3.2 Randomly select an operation, select another machine for the operation, and update the AString of the current global best.

Step 3.3 Randomly swap two operations in BString of the current global best, and update the BString of the current global best.

Step 4: Applying fitness function
Step 4.1 Apply fitness function on the global best.
Step 4.2 if the stop criterion is satisfied, then output the current global best; otherwise, go to step 2 to start a new loop.

## IV. Initialization Rules

The FJSP problems involve two decision stages, i.e., machine assignment stage and operation sequence stage. Therefore, a particle consists of two parts of vectors [11-13], AString (machine assignment vector) and BString (operation sequence vector). AString represents the corresponding selected machine for every operation; BString indicates the operation sequence on every machine. The length of vector AString equals the total number of operations. Each element in AString represents the selected machine number for processing the operation in that position.

The quality of initial population often affects the solution quality or the convergence speed of the population a certain extent. So, how to produce a better quality initial population becomes a critical step in the first section. The initialization process can be divided into two stages: machine assignment initialization and operation sequence initialization.

## A. Machine Selection Stage

Following are several approaches for the initialization of machine assignment:

- Random rule, noted $\boldsymbol{M S} \boldsymbol{S}_{\mathbf{a}}$. For every operation $i$, a random selected machine from a set of candidate machines, noted $M_{\mathrm{i}}$, will be placed in position $i$ in AString.
- Operation Minimum processing time rule, noted $\boldsymbol{M} \boldsymbol{S}_{\mathrm{b}}$. For every operation $i$, the machine with minimum processing time in the capable machine set $M_{\mathrm{i}}$ will be selected and placed in position $i$ in AString.


## B. Operation sequence Stage

Once the machine assignment is fixed, we should consider how to sequence the operations on every machine, i.e., to determine the start time of every operation. In our hybrid algorithm, the operation sequence is obtained through a mix of following two different approaches:

- Random rule, noted $\boldsymbol{O \boldsymbol { S } _ { \mathrm { a } }} . \mathrm{OS}_{\mathrm{a}}$ is the most obvious approach for operation sequence. The advantage of this
approach is its simplicity. The disadvantage is also obvious too, it can easily produce idle time interval and make the finding solution process more time consuming.
- Most Work Remaining (MWR), noted $\boldsymbol{O} \boldsymbol{S}_{\mathrm{b}}$. This approach selects the operation with the most remaining work for every machine. The operation precedence constraint of the same job must be considered at the same time.


## V. Computational Result

In our experiment, two sets of sample problems are used to analyze this instantiation. Test sample I includes the T-FJSP instances taken from [10]. Test sample $\Pi$ includes the P-FJSP instances taken from [3]. The dimensions of the problems presented in literature typically range from 4 jobs $\times 5$ machines to 20 jobs $\times 15$ machines. The current instantiation was implemented in $\mathrm{C}++$ on a Pentium IV running at 1.6 GHz with 512 M memory. The experimental described below were the best and average results obtained after 30 runs

The detailed parameters as follows:

- population size: 300;
- number of generations: 1000 ;
- rate of $\boldsymbol{m s} \boldsymbol{s}_{\mathrm{a}}$ is $20 \%, \boldsymbol{m s} \boldsymbol{s}_{\mathrm{b}}$ is $80 \%$;
- rate of $\boldsymbol{\boldsymbol { o s }} \mathrm{s}_{\mathrm{a}}$ is $20 \%, \boldsymbol{o s} \boldsymbol{s}_{\mathrm{b}}$ is $80 \%$;
- tabu table length: $\mathrm{n}^{*} \mathrm{~m} / 2$;
- tabu period: $\mathrm{n} * \mathrm{~m} / 4$;
- crossover probability: $40 \%$;
- sequencing assignment mutation probability: $30 \%$;
- machine assignment mutation probability: $60 \%$;


## C. Test sample I

The first test sample comes from [10]. The comparison is made among our algorithm and the other two well known algorithms, that is, Kacem et al [10]. and Ho et al [11]. The comparison result is shown in Table 1.

The first column is the number of jobs and the number of machines of each instance; the second column shows the results from Kacem; the third column gives the results from Ho; the fourth column displays the results from our algorithm; the next column gives the relative improvement between the best result of Kacem and our algorithm for each instance $\left(\left(\left(2^{\text {nd }}\right.\right.\right.$ column $-4^{\text {nd }}$ column $) / 2^{\text {nd }}$ column $\left.) * 100\right) \%$; the last column shows the average time of our algorithm. It can be seen from Table 2 that our algorithm outperforms the Kacem algorithm in 3 out of 4 problems, and outperforms the Ho algorithm in 4 jobs $\times 5$ machines instance. The average computational time is also acceptable in real manufacturing process. Fig.1, Fig.2, Fig.3, and Fig. 4 show the Gantt chart for the above four instances respectively.

TABLE I. COMPUTATIONAL RESULT OF TEST SAMPLE I

| size | $[10]$ | $[11]$ | our | $\operatorname{Im}$ <br> $(\%)$ | Av (s) |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $4 \times 5$ | 16 | $\mathbf{1 1 *}^{*}$ | 12 | 25.00 | 6.3 |
| $10 \times 7$ | 25 | $\mathbf{1 1 *}^{*}$ | $\mathbf{1 1 *}^{*}$ | 56.00 | 6.5 |
| $10 \times 10$ | $\mathbf{7 *}^{*}$ | $\mathbf{7 *}^{*}$ | $\mathbf{7 *}^{*}$ | 0.00 | 5.1 |


| $15 \times 10 \quad 23 \quad 12 *$ |
| :--- |
| -Im means Improvement |
| -* represents the present best makespan |

## D. Test sample $\Pi$

The second test sample comes from Brandimarte [3]. The comparison is made among our algorithm and the other two well known algorithms, that is, Brandimarte et al. and Ho et al. The comparison result is shown in Table 2.

TABLE II. COMPUTATIONAL RESULT

| Name | $n$ | $m$ | $[3]$ | $[11]$ | our |
| :--- | :--- | :--- | :--- | :--- | :--- |
| MK1 | 10 | 6 | 42 | $\mathbf{4 0}^{*}$ | $\mathbf{4 0 *}$ |
| MK2 | 10 | 6 | 32 | 29 | $\mathbf{2 7 *}$ |
| MK3 | 15 | 8 | 211 | N/A $*$ | $\mathbf{2 0 4}$ |
| MK4 | 15 | 8 | 81 | 67 | $\mathbf{6 3 *}$ |
| MK5 | 15 | 4 | 186 | $176 *$ | $\mathbf{1 7 3}$ |
| MK6 | 10 | 15 | 86 | 67 | $\mathbf{6 5 *}$ |
| MK7 | 20 | 5 | 157 | $147 *$ | $\mathbf{1 4 5}$ |
| MK8 | 20 | 10 | $\mathbf{5 2 3 *}$ | $\mathbf{5 2 3 *} *$ | $\mathbf{5 2 3}$ |
| MK9 | 20 | 10 | 369 | $\mathbf{3 2 0 *}$ | 331 |
| MK10 | 20 | 15 | 296 | $229 *$ | $\mathbf{2 2 3}$ |

-* represents the present best makespan
-N/A represents not given by the author
The first column is the test sample name; the second column and the third column tell the number of jobs and the number of machines of each instance, respectively; the fourth column shows the results from Brandimarte; the fifth column gives the results from Ho ; the last column displays the results from our algorithm. It can be seen from Table 3 that our algorithm outperforms the Brandimarte algorithm in 9 out of 10 problems. The remained instance is MK8, which has reached its minimum makespan. Our algorithm outperforms the well known algorithm from Ho in 7 out of 10 problems. The only one problem on which Ho algorithm performs slight better than our algorithm is MK9. For the other two instances, our algorithm gets the same result with the Ho algorithm.

## VI. CONCLUSION

In this paper, we give a novel hybrid algorithm with TS and PSO. In the sequencing stage, we use PSO to find the best solution, and in the machine assignment stage, we use TS algorithm to find the near optimal solution around the given particle. The computational result shows that our algorithm can get better result than the GA algorithm. The next work should focus on how to decrease the computation time and make the algorithm more robust.
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Fig.1.The Gantt chart of instance 1 (4 jobs * 5 machines)


Fig.2.The Gantt chart of instance 2 ( 10 jobs * 7 machines)


Fig.3.The Gantt chart of instance 3 ( 10 jobs * 10 machines)


Fig.4.The Gantt chart of instance 4 ( 15 jobs * 10 machines)
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