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Abstract: Due to the wide spread of robotics technologies in everyday activities, from industrial au-
tomation to domestic assisted living applications, cutting-edge techniques such as deep reinforcement
learning are intensively investigated with the aim to advance the technological robotics front. The
mandatory limitation of power consumption remains an open challenge in contemporary robotics,
especially in real-case applications. Spiking neural networks (SNN) constitute an ideal compromise
as a strong computational tool with low-power capacities. This paper introduces a spiking neural
network actor for a baseline robotic manipulation task using a dual-finger gripper. To achieve that,
we used a hybrid deep deterministic policy gradient (DDPG) algorithm designed with a spiking
actor and a deep critic network to train the robotic agent. Thus, the agent learns to obtain the optimal
policies for the three main tasks of the robotic manipulation approach: target-object reach, grasp, and
transfer. The proposed method has one of the main advantages that an SNN possesses, namely, its
neuromorphic hardware implementation capacity that results in energy-efficient implementations.
The latter accomplishment is highly demonstrated in the evaluation results of the SNN actor since
the deep critic network was exploited only during training. Aiming to further display the capabilities
of the introduced approach, we compare our model with the well-established DDPG algorithm.

Keywords: spiking neural networks; robotic manipulation; hybrid DDPG; actor-critic

1. Introduction

Models of the cerebral cortex historically served as an inspiration for deep neural
networks (DNNs), which, in turn, have produced exceptional results in numerous robotic
applications [1,2]. As a representative example, the widely used reinforcement learning (RL)
technique enabled researchers and engineers to built robotic agents that could be taught how
to complete complicated tasks. Such tasks typically include a trial-and-error scheme, much
like a newborn learns how to act and appropriately behave through several attempts and
errors [3]. Even in complex challenges, including robots with multiple degrees of freedom
(DoF) [4] operating in continuous action spaces, RL, and convolutional neural networks
(CNNs) has accomplished outstanding achievements. In spite of their salient performance,
DNNs also have numerous inevitable constraints [5]. Typically, the exploitation of such
models is accompanied by an expensive demand for computer resources and days of
training. As a result, many applications are restricted by these systems, and notably
those that cannot be plugged in, such as assisted living robotic systems or aerial robots.
Considering the era of the energy crisis, as far as robotic systems are concerned, it is
essential to design agents in a power-constrained way [6].

Despite the initial bioinspired origins of DNNs’ design, their implementation signif-
icantly diverges from the actual brain’s functionality. That being said, DNNs’ learning
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process accommodates complex mathematical calculations between neurons [7], while
mammalian neurons communicate with spikes [8]. Thanks to the above characteristic,
the mammalian brain consumes much less energy compared to artificial neural networks
(ANNs) while concurrently excelling at multiple challenging tasks with commendable
accuracy. The fact above has driven researchers to design neural networks that were
more proximate to biological ones, resulting in the widely known spiking neural networks
(SNNs), which are ANNs that communicate with spikes [9]. Taking advantage of the
SNN design, the developed algorithms can be implemented in neuromorphic processors,
i.e., hardware units that process and store data similarly to neurons and synapses in bio-
logical neurons [10]. Such processors running SNNs are more energy-efficient than DNNs,
which are commonly implemented in edge graphics processing units (GPUs).

Considering the above, the reader can understand the promising benefits of SNNs’
application in contemporary RL approaches that remain incompatible with neuromorphic
hardware solutions. However, their efficient implementation in such RL and robotics
applications still faces a wide range of barriers, with sustaining it being an undergoing chal-
lenge with many open research questions and gaps for further investigation. Even though
SNNs have proven efficacy in the completion of benchmark challenges and databases, they
are still lacking in terms of accuracy. Furthermore, due to the nondifferentiable nature
of the spikes, no prior knowledge regarding the CNN backpropagation process can be
directly adopted in SNNs. To that end, SNNs must often be designed, implemented, and
trained from scratch for a specific task despite the existence of competitive DNN-based
solutions in the same field. However, complicated systems and training schemes, such
as RL ones, could be divided into distinctive subtasks, with each individually addressed
by either a DNN or an SNN architecture. An initial realization of the above was recently
ascertained in [11], where the deep deterministic policy gradient (DDPG) RL technique
was implemented through a combination of the above architectures, concluding in very
promising results for robotic navigation tasks. Hence, it is reasonable to conclude that a
possible fusion of spiking and deep-learning architectures could benefit the performance of
contemporary systems.

Diving into the basic tasks of an efficient robotic application, this paper focuses on the
broadly known challenge of robotic-arm object manipulation. More specifically, a 2 DoF
robotic arm was considered with a two-finger gripper attached to its wrist. The robotic arm
was set to efficiently approach, grasp, and move an orthogonal object placed on a table.
To achieve that, we propose the combination of one spiking and one deep neural network
for the control of the robotic arm. This approach constitutes an expansion of a previous
work of ours [12] where the conceptual framework was presented, but no simulations and
experimental results were conducted. Following the above concept, we adopted the DDPG
RL approach and implemented a hybrid DDPG version by exploiting a spiking network
for the actor and a deep one for the critic. The DDPG technique was used to learn optimal
control policies that enabled the robotic arm to efficiently approach, grasp, and move the
target object to the desired position. The actor was trained to generate the actions of the
arm given the robot’s state, while the critic was responsible for the evaluation of the actor.
Since the critic network was deployed only during the training procedure, we ended up
with a learning model that was compatible with neuromorphic hardware processors. The
overall architecture was compared with that of the well-established DDPG, aiming to assess
the efficiency of the proposed hybrid training scheme and the capacity of the spiking actor
to control the robotic arm. To that end, the contributions of this paper can be summarized
as follows:

• The efficient development of a spiking actor for the box-reach, grasp, and box-transfer
approach using a dual finger gripper in 2D space (https://www.youtube.com/watch?
v=4XVODJJ6Cs8, accessed on 10 December 2022).

• The implementation of a subgoal training strategy for the RL agent via designing two
distinct reward functions, one for the box-reach and one for the box-transfer subtasks,
which led to smoother movements of the robotic arm.

https://www.youtube.com/watch?v=4XVODJJ6Cs8
https://www.youtube.com/watch?v=4XVODJJ6Cs8
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• The introduction of a more sophisticated reward function controlled through a de-
signed collinear grasping condition for the box-reach subtask, enabling the robotic
arm to attain a proper grasping position before reaching the box.

• Extensive experimental and comparative studies of the proposed subgoal hybrid-
DDPG model highly demonstrating its superiority against the classical DDPG and the
end-to-end approaches in terms of both performance and time efficiency.

The rest of the paper has the following structure: Section 2 presents contemporary
research in the field of RL-based applications for robotic tasks and SNN implementation.
Section 3 contains the entire method introduced in the current work. Section 4 demonstrates
the experimental study conducted to assess the proposed solution. Section 5 provides a
discussion about the obtained results and their importance for energy-efficient robotic
manipulation. Lastly, Section 6 concludes with the findings of our study and refers to
interesting subjects for future work.

2. Related Work

The ability of an intelligent agent to adjust its movement in unseen environments is a
crucial component in robotics research [13]. Thus, techniques enabling robots to empirically
learn their behavior through trial-and-error procedures receive evident recognition [3,14,15].
In RL, a set of goals is determined by using a reward function that is realized during the
learning procedure as either a positive reward or a negative punishment depending on
how well the robot performs regarding the goal. Among a wide range of research areas,
robotic manipulation and control are one where RL approaches excel [16–19]. Although
function approximation techniques drove the very first RL achievements in robotics, policy
learning RL techniques truly produced a notable change in the field. Hence, instead of
working in enormous state-action spaces, policy learning utilizes a smaller policy space,
resulting in accelerated convergence time and significantly reduced dimensionality. Recent
approaches in the field, such as DDPG [20], employ learning to enable smoother motion
planning [21] and collision avoidance [22]. Additionally, studies exploit RL to learn the
optimal policies for controlling a gripper equipped with an RGB camera that detects
potential occlusions [23]. In general, deep-learning models are built with sophisticated
architectures of various trainable layers; thus, they achieve admirable performance in
a wide range of applications, even beyond robotics [24–27]. This is mainly due to their
capability to be trained by means of backpropagation optimization algorithms [28,29].

On the other hand, SNNs were initially investigated as biological information mod-
els [30] to acquire a better understanding of how the brain works. Researchers have been
inspired by the efficiency and accuracy of mammalian movement. The above fact drove
researchers to further investigate how brain neurons work and communicate, aiming
to develop more energy-efficient and durable algorithms for robotic applications. Thus,
research on SNNs began with neuroscientists’ interest and has spread to more areas of
study, such as mathematics, computer science, and even physics [31]. Pioneering works
in the field demonstrate that SNNs can be utilized to tackle a wide range of modern
robotics applications [32,33]. SNNs are the third generation of ANNs and they constitute
a result of extended research regarding the learning process and capabilities of the mam-
malian brain. The early literature revealed that neurons communicate via spikes, i.e., a
set of peaks in a cell’s action potential [34]. Due to the nondifferentiable nature of spikes,
the learning process in SNNs has become a challenging task. SNNs can be utilized by either
converting traditional neural networks into SNNs [35] or developing a more bioinspired
learning model. The former technique overcomes the most significant constraint of SNNs,
namely, the learning process, but fails to utilize all capabilities of SNNs. The spike-timing-
dependent plasticity (STDP) [36] and the ReSuMe [37] learning methods are two of the most
common learning rules used in SNNs. Moreover, SpikeProp [38] and Chronotron [39] have
been widely exploited, while the spatiotemporal back-propagation (STBP) technique [40]
demonstrated a significantly fast inference time. Apart from the learning process, the
research community has also focused on numerous biologically inspired neurons. For
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instance, Hodgkin and Huxley [41], the spike response model (SRM) [42], the Izhikevich
neuron model [43], and Leaky integrate-and-fire (LIF) neurons [44] have been frequently
employed in many SNNs. Considering the above implementations, LIF neurons have
been widely deployed in many mobile robotic applications thanks to their simplicity and
effectiveness [45,46].

Nevertheless, the implementation of both DNNs and SNNs has several drawbacks
and limitations, as already mentioned in Section 1. For that purpose, a combination of
DNNs’ advantages and SNNs’ characteristics could reveal interesting outcomes. To that
end, an innovative co-learning model comprising a deep critic network and a spiking actor
network was developed for the mapless navigation of a two-wheeled robot [11]. Inspired
by this novel work and the promising findings of RL [47], we propose a hybrid DDPG–RL
training scheme with a spiking actor for the manipulation of a 2-DoF robotic arm equipped
with a 1-DOF gripper. The deployed spiking actor network was trained through the STBP
method and is responsible for the generation of optimal policies that control the robotic
arm for target reaching, grasping, and movement.

3. Materials and Methods

As was mentioned in Section 1, we designed a 2-DoF robotic arm moving in a 2D
space equipped with a ROBOTIQ gripper, i.e., a two-finger gripper. The above design was
exploited for a manipulation task as presented in Figure 1. Both of the robot’s joints are
prismatic, while the origin was set at the center of the table. The entire experiment was
realized using a robot operating system (ROS) and the Gazebo simulator. The first joint (j1)
moves horizontally in the range of (−0.45 m, 0.45 m), indicating the table’s width in meters,
while the second joint (j2) moves vertically within the range of (0.00, 0.70 m), indicating the
table’s height. Thus, the robotic arm’s movements always lie inside the table’s borders. As
far as the gripper is concerned, we only controlled the left finger since we implemented
a mimic joint Gazebo plugin where the right finger mimicked the exact movement of the
left one.

joint j1

joint j2

(a) (b)
Figure 1. The 2-DoF robotic arm equipped with a ROBOTIQ dual finger gripper. (a) indicates robot’s
joint. (b) indicates the gripper and the target object (box).

Regarding the simulation configurations, the target object was placed randomly within
the borders of the table and it was equipped with contact sensors. Subsequently, the agent
could detect the object’s position and orientation, the contact between the target object and
the table’s surface, and the contact between the target object and the end effector during
grasping. We implemented a hybrid actor–critic training approach using the DDPG method
to control the robotic system. The employed spiking actor network calculated and provided
the agent’s actions, and the deep critic network was responsible for evaluating the actor,
as illustrated in Figure 2.
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Figure 2. Actor–critic RL methodology.

We collected the ROS joint messages from the Gazebo environment; then, the joint
values were encoded to spikes in order to be fed as input into the spiking actor network. The
actor’s network, facilitated by LIF neurons, was trained using the STBP algorithm. Since
the STBP method was implemented on an LIF neuron model, we employed a rectangular
function for the gradient approximation of a given spike. We trained the actor to generate
the optimal actions minimizing the loss function, described as follows:

L = −Q. (1)

In other words, given the joints’ state and the actor’s calculated actions, the critic
network was trained to maximize the estimated Q values. Thus, the critic was trained to
minimize the temporal difference error, similar to [11,48].

As already mentioned, inspired by the way in which the mammalian brain works,
we divided the task of reaching, object grasping, and transfer into two individual, self-
contained subgoals. Thus, we adopted the implementation of a hierarchical learning
scheme. With the aim of updating the actor’s actions, we designed multiple reward
functions suitable for each particular subtask, which is analytically described in Section 3.1.

3.1. Box-Reach Learning Scheme

For the hierarchical learning scheme, each individual subgoal was described by its
corresponding reward function. The target-object reach task first exploited the reward
function described in Algorithm 1. For an efficient grasping position, the robotic arm has to
adjust its position on the horizontal axis quite a while before it reaches the object, so as to
avoid a possible collision with the object. To that end, aiming to drive the agent to approach
the object first in the x axis and then in the y axis, we set two coefficients in the reward
function, viz., amx and amy, respectively. The value of the amx coefficient was greater than
the value of amy, resulting in a more elliptical movement, as shown in Figure 3. A further
discussion of our findings regarding the adoption of the specific loss reward function is
presented in Section 5.
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Algorithm 1 Reward function for the first subgoal of target-object reach.

Require: Rgoal , the reward for goal reach.
Require: dth, the distance threshold value for goal reach.
Require: Rcol , the collision value.
Require: Th, Tth, the target-object’s high value indicating if the end effector would collide
with the target object.
Require: c, the collinear value as described in (2).
Require: Dx(t), Dy(t), the current x, y distance, respectively, between the end effector and
the target object.
Require: Dx(t− 1) and Dy(t− 1), the previous x, y distance, respectively, between the end
effector and the target object.
Require: amx and amy, distance amplifier for the x, y directions, respectively.
Output: R, the reward function.

if Dx(t) ≤ dth then
if c = 0 then . If the points are collinear

R = Rgoal
else

R = Rgoal/2
end if

else if Th ≤ Tth then
R = Rcol . End effector has collided with the target object.

else
R = amx(Dx(t− 1)− Dx(t)) + amy(Dy(t− 1)− Dy(t)) . amx > amy

end if

Figure 3. The elliptical movement of the robotic gripper approaching the target object.

Since the end effector had reached the target object in the y axis, the following task
was to approach it with a proper grasping orientation in order to successfully grasp and
move it to the target position. In our approach, a proper grasping position requires the left
fingertip, the center of mass of the box, and the right fingertip to be collinear, as depicted in
Figure 4.

In order to detect whether the three points were collinear, we calculated the determi-
nant formula of the area of the triangle formed by these three points as follows:

c = 1/2
∣∣∣∣lx − bx bx − rx
ly − by by − ry

∣∣∣∣ (2)
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where lx, ly are the left finger’s x,y position, rx, ry are the left finger’s x,y position, bx, by
are the box’s x,y position. In the case where the result c in (2) was zero, the left finger,
the box, and the right finger were collinear, indicating that the gripper had reached a proper
grasping position.

Figure 4. The frontal and upper views of the three points forming a collinear grasping position.

To that end, given the reward, the collinear value, and the elliptical grasping approach,
the agent attempts to predict the joint actions that maximize the total reward. The agent
takes as input the state vector:

s1 = {Dx, Dirx, Dy, Diry, c, ux, uy, bx, by}, (3)

where Dx, Dy are the x- and y-axis distances between the end effector and the target object,
Dirx, Diry are the directions on the x and y axes between the end effector and the target
object, c the collinear values described in (2), ux is the velocity of the end effector at the x
direction, uy is the velocity of the end effector at the y direction, and bx, by are the target
object’s x, y positions.

3.2. Box-Transfer Learning Scheme

The next subtask refers to the grasping approach and the movement of the target
object to the goal position. Right after the gripper had achieved the collinear grasping
position, the gripper was controlled to gradually close its fingers until the contact sensors
on the box had published a contact state. Subsequently, while the gripper held the target
object, the agent, on the basis of its state vector s2 described in (4), was trained to find the
optimal policy to move the target object to the desired goal position. The state vector of the
agent was slightly adjusted on the basis of the nature of the task as follows:

s2 = {D, Dir, ux, uy, bx, by}, (4)

where D, Dir are the distance and the direction between the end effector and the goal
position, respectively, ux is the velocity of the end effector at the x direction, uy is the
velocity of the end effector at the y direction, and bx, by are the target object’s x, y positions.
Similarly to the state vector, the reward function was also adjusted and redesigned as
shown in Algorithm 2:
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Algorithm 2 Reward function for the second subgoal of goal position reach.

Require: Rgoal , the reward for goal reach.
Require: dth, the distance threshold value for goal reach.
Require: Rcol , the collision value.
Require: Th,Tth, the target object’s z value and the value indicating if the end effector
collides with the target object, respectively.
Require: sc, the Boolean value from the contact sensor indicating that the gripper holds the
target object.
Require: D(t), D(t− 1), the current and previous distances, respectively, between the end
effector and the goal position.
Require: am, distance amplifier.
Output: R, the reward function.

if D(t) ≤ dth then
R = Rgoal

else if Th ≤ Tth or sc == True then
R = Rcol . The end effector dropped the object.

else
R = am(D(t− 1)− D(t))

end if

We exploited the same simulation environment for training both subgoal scenarios.
The proposed agent was trained by employing only two different starting positions and
two final goal positions in the environment. More specifically, we used two critical initial
positions at the opposite edges of the table. Moreover, aiming to highlight the efficiency
of the introduced algorithm, we trained the agent by also exploiting the classical DDPG
adopting the same environment and training configurations. The training procedure lasted
100 episodes in each environment for both the hybrid DDPG with a spiking actor network
and the DDPG with a deep actor one.

4. Results

In the current section, we describe the experimental study and the obtained evaluation
results regarding the efficiency of the hybrid DDPG in terms of success rate and execution
time compared with that of the well-established DDPG approach. The aforementioned
evaluation was realized for the target-object reach, grasping, and transfer subtasks. In order
to evaluate our model, we designed a similar evaluation environment to the training one.

The evaluation was performed using 10 distinct environments covering different
points of the table’s surface. To achieve that, 10 distinct initial positions were sampled
from the agent’s available space of movement. Furthermore, in order to capture the agents’
stochasticity and ensure robustness, we repeated the evaluation process for many trials
given a specific subtask.

4.1. Box-Reach Subtask

In particular, for the first subtask, defined as a box-reach task, we evaluated the
scenario in 10 environments and for 50 trials. Figure 5 illustrates the obtained success
rates of the target-object reach task for both the hybrid DDPG and the classical DDPG
method. The corresponding execution time of these trials is depicted in Figure 6. Moreover,
Table 1 contains the mean value (µ) and the standard deviation (σ) of the 50 runs in the
10 above-mentioned environments. As observed, the proposed spiking actor achieved
high success rate values after being trained only with two starting positions. On the other
hand, the classical DDPG had a better execution time in the successful trials, but it did not
manage to successfully learn to consistently execute the target-object reach task.
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Figure 5. The average success rate of the hybrid DDPG model vs. the classical DDPG model for
50 trials in 10 different starting and goal positions. Blue bars indicate the hybrid DDPG, while orange
bars refer to the classical DDPG.
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Figure 6. The average execution time of the hybrid DDPG model vs. the classical DDPG model for
50 trials in 10 different starting and goal positions. Blue bars indicate the hybrid DDPG, while orange
bars refer to the classical DDPG.

Table 1. The mean (µ) and the standard deviation (σ) values of the success rate and the execution
time obtained by both the hybrid DDPG and the DDPG for the box-reach subtask after 50 trials in
10 evaluation environments.

Success Rate Execution Time (s)
Hybrid DDPG DDPG Hybrid DDPG DDPG

µ± σ 0.974± 0.040 0.582± 0.039 1.710± 0.380 0.650± 0.020
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To further understand the behavior of the spiking actor, we gathered all 50 repetitions
of a specific evaluation environment and projected the robotic arm’s joint positions in
the same plot as a heat map. Thus, brighter colors in the heat map correspond to more
frequently visited points by the arms joints, while dark ones refer to unvisited positions.
To this effect, one can visualize in an aggregated manner the way in which robotic arm
attempted to solve the task.

The results of the spiking actor for the hybrid DDPG model for four indicative evalu-
ation scenarios of the box-reach task are presented in Figure 7. Each different subfigure
represents a distinct evaluation environment, which means a different set of the robot’s
starting pose and the position of the box. Each subfigure includes a heat map and a graph.
The heat map displays the evaluation runs of 50 trials, while the graph illustrates 10 robot
paths, randomly selected from the corresponding heat map, along with the desired trajec-
tory indicated with a red line. The robot’s starting position can be easily perceived as a
small bright dot. Then, the different trajectories of the robotic arm could be visualized with
specific mention to several wide regions corresponding to the end effector’s attempts to be
properly placed when it was near the box.

However, the most interesting finding in Figure 3 is the clear depiction of the elliptical
movement adopted by the agent during evaluation. The agent efficiently learnt to first
approach the target object on the x axis and then on the y axis, following the designed
reward function presented in Algorithm 1. Having achieved that, the robot’s gripper was
able to approach the target object with a proper grasping orientation.

(a) (b)

(c) (d)

Figure 7. The obtained results from the hybrid DDPG model with the spiking actor. Each subfigure
corresponds to a particular starting pose and target-object position of the robot, along with the path
that the agent generated to solve the task. (a–d) Heat map and a graph.The heat map summarizes the
evaluation results from 50 trials for the box-reach subtask, while the graph depicts 10 paths randomly
selected from the 50 paths of the heat map, along with a red line indicating the desired target path.

4.2. Box-Transfer Subtask

For the next subtask, called grasping and box transfer, we deployed the second reward
function, as described in Algorithm 2. Due to its complexity, for this subtask, we trained
our model in four particular starting and goal positions; then, we evaluated 10 different
goal positions. The results depicted in Figure 8 indicate the success rate in the task of
grasping and box transfer to the desired position. Each column corresponds to the average
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success rate of a given evaluation trial on 10 environments for the hybrid and conventional
DDPG approaches, while each row refers to 1 of the 17 different trials. Accordingly,
Figure 9 illustrates the average execution time for the hybrid DDPG and DDPG models.
Comparing the results of the two subfigures, we observe that the hybrid DDPG achieved
higher accuracy with lower execution time in this particular task compared to the classical
DDPG model. Figure 8 shows that, from Trials 13 to 17, the DDPG had extremely low
accuracy results. Table 2 shows the mean (µ) and standard deviation (σ) values of the
obtained results for the 10 different environments and the 17 trials. The DDPG once
again needed more training time or environments to achieve competitive performance.
As far as the execution time is concerned, the two models achieved similar results. An
improvement regarding the time efficiency of the DDPG could be possibly realized with
the exploitation of advanced GPUs and computational engines, but such solutions entail
higher computational costs, adding a barrier to mobile applications. However, our method
and NNs generally implemented on neuromorphic hardware units efficiently operate with
low-power consumption demands in real-time conditions [49,50].

Table 2. The mean (µ) and the standard deviation (σ) values of the success rate and the execution
time obtained by the hybrid DDPG and the DDPG for the box-transfer subtask after 50 trials in
10 valuation environments.

Success Rate Execution Time (s)
Hybrid DDPG DDPG Hybrid DDPG DDPG

µ± σ 0.780± 0.039 0.480± 0.270 1.140± 0.630 1.170± 0.830

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

hybrid DDPG DDPG

Figure 8. The average success rate of the hybrid DDPG model vs. the classical DDPG model for
17 trials in 10 different starting and goal positions. Blue bars indicate the hybrid DDPG, while orange
bars refer to the classical DDPG.

Lastly, similarly to the box-transfer subtask, we gathered all 17 repetitions of each
specific evaluation environment and projected the robotic arm’s joint positions onto the
same plot as that of the heat map. Dark regions in the heat map correspond to unvisited
positions, while bright ones refer to frequently visited points by the robotic arm’s joints
during the evaluation runs
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Figure 9. The average execution time of the hybrid DDPG model vs. the classical DDPG model for
17 trials in 10 different starting and goal positions. Blue bars indicate the hybrid DDPG, while orange
bars refer to the classical DDPG.

Figure 10 illustrates the results of the spiking actor, viz., the hybrid DDPG model,
for four indicative evaluation scenarios of the box-transfer task. Each of the four different
subfigures represents 17 runs of a distinct evaluation environment, i.e., a specific set of
the robot’s starting pose and the position of the box. By comparing Figures 7 and 10, we
can detect how the different reward functions affect the produced behavior of the agent.
Thus, although the produced actions in Figure 7 followed an obvious elliptical movement,
the actions produced by Algorithm 2 clearly differed, following a smoother movement,
as depicted in Figure 10.

Figure 10. Results from the hybrid DDPG model with the spiking actor. Each of the subfigures
represents a particular robot’s starting position and target-object position along with the path that the
agent generated. Each subfigure indicates the results from 17 trials for the box-transfer task.

5. Discussion

In the previous section, we presented the evaluation results obtained from the hybrid
DDPG and the DDPG agents. At this stage, we discuss our findings, indicate the benefits
and limitations of the introduced hybrid approach, and attempt to provide reasonable
explanations and possible extensions.
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5.1. Findings of the Box-Reach Subtask

The obtained results of the box-reach subtask demonstrate enhanced performance for
the spiking-actor network compared to the deep actor one. As far as the execution time
is concerned, the DNN succeeded in reaching the target object at shorter execution times.
However, the proposed implementation of the spiking actor trained with the hybrid DDPG
scheme was designed to be embedded in neuromorphic hardware units. Thus, thanks to
the capacities of neuromorphic hardware processors, the spiking actor has the potential
to reach even shorter execution times. Additionally, we developed a modified reward
function that promotes elliptical movement for the robotic arm as an attempt to avoid the
gripper hitting and shifting the target object before grasping. In particular, the agent was
motivated to adjust its horizontal (x-axis) position quite a bit before it reached the target
object in order to approach it from a vertical orientation, constituting a suitable grasping
orientation for the ROBOTIQ gripper. To that end, we designed the reward function of the
first subtask that drove the agent to an elliptical movement in Algorithm 1. The obtained
simulation results, highlighted in Figure 3, prove the ability of the designed function to
teach the agent to correctly follow such an approaching trajectory, as well as the reasoning
of our concept. Figure 7 provides a clear visual depiction of the agent’s adopted behavior.
On the other hand, such an approach resulted in a high-dimensional state vector, which
might have been reason for the increased execution time of the spiking actor.

5.2. Findings of the Box-Transfer Subtask

Proceeding with the box-transfer subtask, the agent was directed to grasp and move
the target object to the desired final position. This task was interconnected with the first
task, since in the case that the agent failed to drive the end effector to a proper grasping
position during the first subtask, the agent could not proceed with a successful grasping
execution in the second subtask. Due to the complexity of the second subtask, we designed
a new reward function, as described in Algorithm 2. At that stage, it was not essential for
the agent to approach the goal position from a certain axis rather than reach the desired
goal position. Thus, for this subtask, we only used the distance and the direction of the
end effector towards the goal position, resulting in a more compact state vector. Given
the above property of the agent’s state space, the spiking actor achieved not only better
accuracy than that of the classical DDPG, but also shorter execution time.

The lower success rates observed in the second subtask compared to the first one are
mainly attributed to two main reasons. First, the agent was not able to reach a proper
grasping position, which was realized as an error in the second task, where the gripper
failed to grasp the object. Second, due to the nature of the environment in the Gazebo
simulator, the end effector could not hold the target object for more than 15 s. Thus,
in the cases where the agent explored the environment for more than 15 s, the end effector
released the object, the contact sensor returned a nonholding state, and the exploration
could, thus, not be continued. As a result, the reward function returned a timeout state, and
the agent was not capable of sufficiently exploring the available action space. Two possible
solutions to the above problem could be tested. First, an increase in the training episodes
of the agent would give an opportunity for enhanced exploration; however, the issue of the
limited training steps per episode remains, rendering it difficult for the agent to consistently
succeed in the task, even in training, if the object is quite far from the goal position. Second,
an improved contact sensor or simulation environment could extend the available grasping
duration for the agent to explore the space, but it was not essential for our experiments.
The above limitation allowed for us to clearly demonstrate the benefits of the spiking actor
network, highlighting its superiority in the given challenge.

5.3. End-To-End Learning Scheme

Apart from the discussion regarding the findings of the subtasks during the hierar-
chical learning scheme, we now present the end-to-end learning scheme that was initially
adopted to train both the hybrid and the classical DDPG. In the previous sections, the
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proposed hierarchical method efficiently taught the agent to reach, grasp, and transfer
the target object to the desired goal position. However, before the hierarchical learning
scheme, we implemented a spiking DDPG algorithm that tried to learn the optimal policies
to perform the two subtasks in an end-to-end manner.

To achieve that, the state vector of the actor network was formed as follows:

s = {Rdis, Rdir, Bdis, Bdir, p, u}, (5)

where Rdis is the distance between the gripper and the box, Rdir is the direction between
the gripper and the box, Bdis is the distance between the box and the target goal position,
Bdir is the direction between the box and the target goal position, p is the position of the
middle point between the two fingers, and u is the velocity of the second joint. Given the
state s, the spiking actor was assigned to estimate the robot arm’s actions a = a1, a2, ag,
where a1 represents the action for the first joint, a2 the action for the second joint, and ag
the action for the end effector. Then, the agent was trained to calculate the optimal policy
that maximized the reward function, described as follows:

R =


Rgoal , if Bdis(t) ≤ dth & sc == True
am(Bdis(t− 1)− Bdis(t), if Rdis ≤ dth

Rcol , if Th ≤ Tth

am(Rdis(t− 1)− Rdis(t)), otherwise.

(6)

In the above equation, Rgoal is the reward for the end goal of the box transfer to the
goal position, dth is the distance threshold value for goal reach, Bdis(t− 1) is the previous
distance between the target object and goal position, am is the distance amplifier, Rcol is
the collision value, Th and Tth are the target object’s height and a value indicating if the end
effector collides with the target object, respectively, sc is the Boolean value from the contact
sensor indicating that the gripper held the target object, and Rdis(t) is the current distance
between the end effector and the target object.

However, this approach was unable to solve the ending task of the target-object
transfer. To be clearer, in Figure 11, we present the results obtained from the end-to-end
learning scheme. The yellow circle indicates the robotic arm’s starting pose, the white
box indicates the box’s position and the green circle refers to the desired target position of
the box. Figure 11 aggregates the results from 50 trials in 4 different sets of values for the
robotic arm’s initial pose, the position of the box, and the desired target position. As one
can observe, even in the cases where the network learnt to successfully approach the target
object, it subsequently failed to properly grasp it, and was thereby unable to transfer the box
to the desired goal position and complete the task. The above observations, after extensive
experimentation and trials, drove our research to a hierarchical approach by dividing the
entire challenge into two self-contained subtasks as was extensively described in Section 3.

Figure 11. The obtained result from the end-to-end learning scheme. The yellow circle indicates the
robotic arm’s starting pose, the pink box indicates the box’s position, and the green circle refers to the
desired goal position.
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6. Conclusions

This paper introduced a hybrid DDPG framework for the autonomous planning of
energy-efficient robots based on SNNs and a neuromorphic hardware-compatible archi-
tecture. The aforementioned system uses a spiking-actor and a deep-critic network to
complete object manipulation tasks. To achieve that, the initial challenge was divided into
two separate but interconnected subtasks, adopting a hierarchical training scheme. For that
purpose, we proposed two different reward functions, each one particularly designed for
each subtask, viz., the box-reach and box-transfer tasks.

The aim of the first reward function was to efficiently approach the target object while
achieving a proper grasping position. Hence, we suggested a collinear grasping method to
control the efficient execution of the first subtask. Due to the high-dimensional state space
required by the agent of the first subtask, we designed a more compact reward function,
suitable for the second box-transfer subtask. Moreover, we employed a contact sensor at
the object to ensure accurate grasping during the training and evaluation process.

We evaluated the efficiency of the proposed hybrid model with that of the classical
DDPG approach, which was implemented and tested in the same environment for compari-
son purposes. Hence, we compared the proposed hybrid DDPG with the spiking actor with
the classical DDPG method that exploits a deep actor. The obtained results demonstrate the
superiority of our approach in the specific challenge. Moreover, the usage of the deep-critic
network only for the training resulted in a compatible model with neuromorphic hardware
units. The above fact enables the possibility of deploying such a method in robotics appli-
cations, where the demand for quick, transportable, and energy-efficient applications is
becoming increasingly important. We further discussed the reasons that drove us to design
this hierarchical learning scheme, which lay in the incapacity of the end-to-end learning
model to complete the box-transfer task. The latter was also supported by the hierarchical
way in which the mammalian brain works.

Considering the above, a further step in our research would be the development of
a spiking-actor model that could control a gripper with more than 2 DoF, offering the
possibility to grasp multiple deformable objects. As an additional step, we aim to deploy
the aforementioned approach to a neuromorphic hardware unit in order to capture the
entire operational capacities of SNNs and produce valuable results in real-case scenarios.
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