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A Hybrid System Approach to the Analysis and

Design of Power Grid Dynamic Performance
Yoshihiko Susuki, Member, T. John Koo, Senior Member, Hiroaki Ebina, Non-Member,

Takuya Yamazaki, Non-Member, Takashi Ochi, Non-Member, Takuji Uemura, Non-Member,

Takashi Hikihara, Member

Abstract—We describe an approach to the analysis and design
of power grid dynamic performance based on hybrid systems
theory. Power grid is a large-scale Cyber-Physical System for
transmission of electrical energy. The joint dynamics of physical
processes and cyber elements in power grids are typical of a
mixture of continuous and discrete behaviors, that is, hybrid
dynamics. We address problems on stability that are basic
concerns in the performance of current and future power grids
with the hybrid dynamics. Measures for stability of power grids
are interpreted as safety specifications in hybrid system models
and are translated into restrictions on the systems’ reachable
sets of states. Algorithmic reachability analysis of hybrid systems
enables analysis of safe initial states and hence quantitative
estimation of stability regions. Also it contributes to synthesis
of safe initial states as well as switching conditions in order to
satisfy safety specifications in a power grid. We demonstrate the
approach for two problems on transient stability of the single
machine-infinite bus system and on fault release control of a
multi-machine power grid.

Index Terms—cyber-physical system, power system, hybrid
system, reachability, stability

I. INTRODUCTION

POWER GRID is a large-scale Cyber-Physical System

(CPS) [1]–[3] for transmission of electrical energy via

a physical network from generation utilities to consumption

loads overlaid with an information network for monitoring

and control purposes. In the past decade, the large penetration

of renewables such as solar and wind power generations, the

aging power grid infrastructure, especially in the United States,

and the emergence of global instabilities of power grids have

advocated the use of modern Information and Communications

Technology to change the current architecture and operation

of power grids drastically. In particular, the Smart Grid [4]

is introduced for a modernization of the electricity delivery

system so it monitors, protects and automatically optimizes
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the operation of its interconnected elements, and it will be

characterized by a two-way flow of electricity and information

to create an automated, widely distributed energy delivery

network. The tight integration of the physical network for

energy transmission and the information network is expected

to enhance stability and reliability of the future power grid as

in the Smart Grid.

The importance of joint dynamics of physical processes

and cyber elements in power grids has increased drastically

in recent years. They are defined as follows:

• Physical processes of a power grid are continuous-time

behaviors of voltage, current, frequency, and power in

dynamic components (generation plants, substations, au-

tomatic control systems, etc.) and in the whole physical

transmission network of the grid.

• Cyber elements are those of computation, software, and

networking for monitoring, analysis, and control of a

power grid and aim to supervise the physical processes

in the grid.

Recent examples of the cyber elements include the emer-

gent system of wide-area monitoring, analysis, and control

using Phasor Measurement Units (PMUs) that synchronize

via global positioning system (see e.g. [5], [6]). In this case,

the integration of cyber elements to the physical processes

contributes the enhancement of grid stability and reliability.

In [7], [8], the authors concern basic modeling of cyber-based

physical energy systems and propose an interactive protocol

between the controllers embedded within the system layers

and the network operator to enable distributed sensing and

actuation within this complex system.

Understanding the joint dynamics is the key enabler to

realizing a stable and resilient power grid in the future.

The joint continuous-discrete dynamics of physical processes

and cyber elements in power grids can be modeled in the

framework of hybrid systems [9]–[11]. Continuous-time dy-

namics describe the physical processes, and discrete event

dynamics the behaviors of cyber components. In case that

the physical processes of a power grid are only addressed,

the dynamic performance is related to both linear analysis

of it, characterized by small disturbance conditions, and the

nonlinear situations that result from faults, major network

changes, or loss of generation or load. On the other hand, the

hybrid dynamics which we address in this paper can evolve in

a complicated manner due to the integration of cyber elements

to the physical processes. Currently, there is no systematic way

A Self-archived copy inKyoto University Research Information Repositoryhttps://repository.kulib.kyoto-u.ac.jp



PROCEEDINGS OF THE IEEE 2

to analyzing the hybrid dynamics, in particular, to defining

and measuring stability of such cyber-physical power grids.

The notion of stability is of basic importance in power grid

dynamic performance [12]–[14] and is crucial for design of

the future power grid. A new approach in the performance

of power grids with the hybrid dynamics has been strongly

required.

The purpose of this paper is to describe an approach to the

analysis and design of power grid dynamic performance based

on the theoretical foundations and computational methods

developed for verification of hybrid systems. To verify a

given system is to perform rigorous analysis for checking

whether the system—or more accurately, the mathematical

model describing the system—satisfies certain specifications

[15], [16]. The notion of safety specifications is of basic

importance for safety-critical applications such as flight man-

agement systems and transportation networks. Verifying a

safety specification of a given system is to check whether

the system can enter a specified set of unsafe states [15],

[16]. Since many systems operate correctly only when being

initialized correctly, a set of initial states is often specified.

The so-called reachability analysis enables the check of safety

specification [15], [16]: see Sec. III-B. In particular, we address

the joint dynamics of physical processes and cyber elements

via algorithmic approaches to the analysis and design issues.

Basic algorithms developed here are directly implemented

as cyber elements (computation) and utilized for analyzing

and designing the physical processes. A connection between

verification of engineered systems and hybrid operations of

power grids is mentioned in [17].

The contributions of this paper are twofold. The first con-

tribution is to show that the reachability analysis of hybrid

systems enables quantitative estimation of stability in power

grids. Since the notion of power grid stability is very broad

[14], it is necessary to define appropriate measures for stability

of interest. We interpret such measures for power grid stability

as safety specifications in a hybrid model of power grid

dynamic performance. Then, we translate the specifications

into restrictions on reachable sets (see Sec. III-B) in the

model’s states. In this way, the reachable set computation

and its software tools can be employed for the analysis of

stability in a power grid, mathematically, the identification of

safe initial states in the hybrid system model. We demonstrate

our idea for two problems on transient stability. The so-called

transient stability analysis is associated with the ability of a

power grid to maintain synchronism after subjected to a large

disturbance [12]–[14]. Loss of transient stability is recognized

as one cause of the propagation of grid disturbances. Examples

of the disturbance propagation include the September 2003

blackouts in North America and Italy [18]. Our approach

is not specific to the transient stability problems and is

applicable to various problems on stability, e.g., short-term

voltage stability [19], [20]. The second contribution is to show

that the reachability analysis enables the synthesis of safe

initial states as well as switching conditions to satisfy safety

specifications in a power grid. In [21] the authors developed an

approach for estimating stability regions1 of continuous-time

systems based on reachability computation. In [22] the authors

computed stability regions of the continuous-time classical

power system models using reachability computation. The

approach is extended to hybrid systems for transient stability

analysis with application in power systems (see Sec. IV). In

this paper, we use the extended approach to synthesize safe

initial states as well as switching conditions for given safety

specifications that are based on proper operational regions. We

demonstrate our idea for a problem on transient stability of a

Single Machine-Infinite Bus (SMIB) system.

The organization of this paper is as follows. In Sec. II we

provide review of related work. In Sec. III we present basic

notions and computational aspects for hybrid systems that we

will use throughout this paper. In Secs. IV and V we apply

the methodology and tools for hybrid system reachability to

two examples of transient stability problems in the SMIB

system and a Double Machines-Infinite Bus (DMIB) system.

In Sec. VI we conclude this paper with a summary and future

directions. This paper is a revised and detailed version of the

conference proceedings [23]–[27]. In Sec. IV-D we report a

new result on the synthesis of safe initial states and switching

conditions for a power grid. Also, in Sec. IV we describe

algorithmic solutions for the analysis and design problems,

which are different from the phenomenological approach in

[24], [25] and are direct to the relevance and importance of

CPS.

II. RELATED WORK

Many groups of researchers have been working at the

intersection of research areas on power systems engineering

and hybrid systems. In [28], [29], the authors use hybrid

dynamical systems for modeling of power grid dynamics with

considering transformer tap positions and relay internal states.

A hybrid automaton model is also used in [30] for formulating

inverse problems in power grids. In [31]–[33] the authors

have attacked problems on voltage stability and control in

power grids in terms of mixed logical dynamical systems

and model predictive control. Also the approach based on

model predictive control is reported in [34], [35]. In [36] the

authors apply the hybrid input/output automaton to analysis

of a power transmission system with relay control. In [37],

[38], the authors study on-ship power system management

using a hybrid system model. In [39] the authors use a hybrid

dynamical system for modeling and analysis of the cascading

failure leading to the 2003 blackout in Italy. In [40], [41]

the authors use a hybrid automaton model for control of a

microgrid with specifications of power balancing and stability.

In [42] the authors discuss a hybrid system viewpoint in the

VIKING project for resilient control of power networks. In

[43] the authors study the issue of cyber attack to a power

grid using the notion of hybrid system reachability.

1A stability region is defined as a basin of attraction of an attractor (nor-
mally, an asymptotically stable equilibrium) in a continuous-time dynamical
system.
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III. A SUMMARIZED THEORY OF HYBRID SYSTEMS

We summarize the theory of hybrid systems. The sum-

mary is based on [15], [16], [21] and contains basic no-

tions and computation aspects: the model of hybrid automa-

ton (Sec. III-A), safety verification and reachability analysis

(Sec. III-B), and synthesis of safe initial states and switching

conditions (Sec. III-C).

A. Hybrid Automaton

There are many mathematical models for hybrid systems

that can represent the interaction between discrete event and

continuous-time dynamics. We employ a hybrid automaton

model for our purpose of research. One reason why we

choose the hybrid automaton is that it is suitable for the

purpose of multi-modal modeling, namely, continuous-time

plants supervised by a hierarchical architecture of control

systems. Such a control architecture is commonly used in real

power grids: for example, emergency control and generation

dispatching control.

The Hybrid Automaton (HA) is a formal model for a

mixed discrete-continuous system [44]. Different groups of

researchers have used different models for the HA. The HA

model which we use in this paper is the following collection:

H = (Q, X,Σ , I, f,Dom, E,G), (1)

where

• Q is a finite set of discrete states. X is a set of continuous

states. We refer to the pair (q, x) ∈ Q×X as the state of

H;

• Σ is a set of discrete input symbols;

• I ⊆ Q× X is a set of initial states;

• f : Q × X → TX assigns to every discrete state a

Lipschitz continuous vector field on X, where TX is the

tangent bundle of X;

• Dom : Q → P (X) × Σ is called a domain and defines

combinations of states and inputs for which continuous

evolution is allowed. P (X) is the power set (set of all

subsets) of X;

• E ⊆ Q×Q is a collection of edges (discrete transitions);

• G : E × Σ → P (X) is called a guard condition

for discrete transition and defines transition relations of

discrete states.

Note that in the current model (1) we do not consider con-

tinuous inputs and disturbances, discrete disturbance symbols,

and reset functions that appear in other models of HA. This

is just for ease of presentation and clarity. Often it is required

to consider these for solving control problems on power grid

dynamics: see [40], [41]. Also note that trajectories in the

current model (1) of HA evolve continuously as well as in

discrete jumps. Existence and uniqueness of trajectories in H

are a challenging subject by itself (see [45] and references

therein). In this paper, to pay our attention on hybrid systems

technology, we do not investigate the mathematical subject of

hybrid system trajectories. A mathematical notion of trajecto-

ries in H is summarized in [15].

B. Safety Verification and Reachability Analysis

Safety verification of H is to perform rigorous analysis to

check whether trajectories of H can enter a specified target

set of (unsafe) states. The problem of safety verification poses

as a property of the reachable set of states [15], [16]. Define

a target set for H by T ⊆ Q × X. There are two notions of

reachable sets in literature: forward and backward reachable

sets. A forward reachable set is a collection of all possible

trajectories of H departing from I . A backward reachable set

is a collection of all possible trajectories of H arriving at T .

Safety verification can be done by analyzing these reachable

sets. If the forward reachable set intersects T , then the system

whose design and behavior are modeled by H is unsafe. If the

backward reachable set intersects I , then the system is also

unsafe. Thus the computation of reachable sets does work for

verifying system safety.

Computation of reachable sets is a widely active research

field in computer science and control engineering: see [16] and

references therein. In [46] the authors introduce a Hamilton-

Jacobi-Issac equation as a mathematical formulation of (back-

ward) reachable sets in HA models. In the following, we

review an algorithmic reachability analysis for continuous-

time systems based on the Level Set Method (LSM) [47],

[48]. The analysis method is proposed in [15], [49] and can be

extended for hybrid systems: see [15], [49] and Secs. IV-C and

IV-D. Consider a continuous-time model described by f(x) in

H:

dx

dt
= f(x), (2)

where x ∈ X and t ≥ 0. We use T |X to represent a target set

for (2) defined as

T |X = {x ∈ X; J(x, 0) ≤ 0}, (3)

where J : X × R → R is termed the value function. The

LSM treats time evolutions of the boundary of T |X, denoted

by ∂(T |X), as the zero level set of the value function J(x, t)
at each moment t, that is, {x ∈ X; J(x, t) = 0}. The time

evolution of ∂(T |X) is represented by the following Level Set

Equation (LSE):

∂J

∂t
+ (∇J)⊤f(x) = 0, (4)

where ∇J is the derivative of J with respect to x, and ⊤
is the transpose operation of vectors. Hence, the forward

reachable set of (2) departing from T |X with time duration

∆t is represented as

Post∆t(T |X, f(x)) := {x ∈ X;∃τ ∈ [0,∆t],

J(x, τ) ≤ 0}. (5)

Since the model (2) is time-invariant, the backward reachable

set of (2) arriving at T |X with time duration ∆t is also

represented as

Pre∆t(T |X, f(x)) := {x ∈ X;∃τ ∈ [0,∆t],

J ′(x, τ) ≤ 0}, (6)

where J ′(x, t) is the solution of (4) obtained by replacing

f(x) with −f(x). Thus the forward and backward reachable

sets can be computed by solving the corresponding LSEs.
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In [21] the authors demonstrate that the LSM can be

used for computation of reachable sets as well as stability

regions of (2). The computation procedure is summarized in

Algorithm 1. In the algorithm, starting from the initial set

S0, the backward reachable set is computed iteratively for

an integer multiple of ∆t. The algorithm terminates due to

the following two reasons. Firstly, the algorithm terminates

at a fixed point solution, i.e. Sk+1 ⊆ Sk for some k, which

indicates there is no new state that can be reached. Also, the

termination can also happen due to the finite representation of

reachable sets on a Cartesian grid. Secondly, if the number of

iterations exceeds the predefined limit T /∆t, the algorithm

will terminate due to the second condition. For the initial

set S0 = T |X, the proposed algorithm attempts to synthesize

a subset of X such that if a state departs from the subset,

it can eventually reach T |X (at most) in the bounded time

T . The executable code in each computation is automatically

generated by the ReachLab platform [50] and deployed in a

quad-core machine for implementation.

Algorithm 1 Compute the backward reachable set R for the

target set T |X in the continuous-time model (2) with f(x).

1: S0 ← T |X, k ← 0
2: while k∆t ≤ T do

3: Sk+1 ← Sk ∪ Pre∆t(Sk, f(x)) {Solve the Level Set

equation (4) with −f(x) during ∆t}
4: if Sk+1 ⊆ Sk then

5: break

6: end if

7: k ← k + 1
8: end while

9: R← Sk+1

C. Reachability Analysis and System Design

Lastly, we introduce a reachability-based approach to the

design of hybrid systems. This approach enables the design

of hybrid systems that satisfy reachability specifications. For

given initial set I and final set F ⊆ Q×X, we are now inter-

ested in checking whether there exist some (q(0), x(0)) ∈ I
and τ > 0 such that (q(τ), x(τ)) ∈ F , where (q(t), x(t))
denotes a trajectory of H starting from (q(0), x(0)) at time 0.2

This is one type of reachability specifications for H. First, by

using the forward reachability algorithm, we analyze the so-

called mode switching problem [51], that is, we find a finite

sequence of discrete states as well as switching conditions

by which a trajectory of H departing from I reaches F .

Second, if F is reachable from I , then we apply the backward

reachability algorithm departing from the intersection of the

forward reachable set and the final set F to go backward.

Here, the forward reachable set for I in H is denoted by

Post(I,H) in the same manner as in (5), and the backward

reachable set is denoted by Pre(F ∩ Post(I,H), H) as in

(6). Lastly, by refining the guard condition G in H and the

2Here we have implicitly assumed that the trajectory exists in a (finite)
domain of state and time which we are interested of.

initial set I with the backward reachable set, we synthesize

the safe guard condition Gsafe between discrete states as

well as the safe initial set Isafe. The set Isafe corresponds to

I ∩Pre(F ∩Post(I,H), H). With the procedure, we are able

to refine the HA model to satisfy the reachability specification,

given as Hsafe:

Hsafe = (Q, X,Σ , Isafe, f,Dom, E, Gsafe). (7)

IV. TRANSIENT STABILITY ANALYSIS OF THE SINGLE

MACHINE-INFINITE BUS SYSTEM WITH RE-CLOSING

OPERATION

In this section, we apply the algorithmic reachability analy-

sis of HA models to analysis of transient stability of the Single

Machine-Infinite Bus (SMIB) system. The SMIB system is

shown in Fig. 1 and contains one synchronous machine, the

infinite bus3, and two parallel transmission lines connecting

the machine with the infinite bus. In Sec. IV-A we introduce

the re-closing operation for the SMIB system and formulate

two problems on transient stability. In Sec. IV-B we develop a

HA model that represents the dynamical interaction between

continuous-time behaviors of the synchronous machine and

the re-closing control. In Secs. IV-C and IV-D we perform the

reachability analysis for the model and solve the two problems.

A. Re-Closing Operation and Problem Statements

An electromechanical oscillation of the synchronous ma-

chine is a core cause of loss of transient stability. The

oscillation is triggered by a severe disturbance or fault in the

SMIB system (such as lightning attack and timber contact)

and is affected by control of relay devices equipped with the

transmission lines. Fig. 1 shows two operating conditions or

modes of the SMIB system that emerge due to the fault and

control sequence:

• 1-line operation (a) is the mode after clearing a faulted

line by relay device.

• 2-lines operation (b) is the mode after re-closing the

faulted line. The mode corresponds to that before the

occurrence of fault.

The purpose of the current transient stability analysis is to

analyze the effect of re-closing operation, that is, a switching

G

G(a)

(b)

Fig. 1. Single Machine-Infinite Bus (SMIB) system and its two modes
(operating conditions) that we analyze in Sec. IV: (a) 1-line operation mode
and (b) 2-lines operation mode. The switching between the modes results in
hybrid dynamics of the SMIB system.

3An infinite bus is a source of voltage constant in phase, magnitude, and
frequency, and is not affected by the amount of current withdrawn from it
[12].
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from 1-line operation mode to 2-lines operation mode, on the

electromechanical oscillations of the synchronous machine.

Examples of the effect are large excursion of rotor speed of

the machine and its loss of transient stability with respect to

the infinite bus4. Since the standard transient stability analysis

does investigate dynamics in one of the modes, it corresponds

to the identification of stability region in a continuous-time

model. On the other hand, the current analysis in this section

(and the next section, too) involves multiple modes and a

switching logic between them. The two problems which we

solve in this paper are stated as follows:

1) For given re-closing operation (mode switching) and

initial states, specify a subset of the initial states in

which the synchronous machine does not show any loss

of transient stability.

2) Determine a timing of the re-closing operation by which

the synchronism machine can avoid the loss of transient

stability.

In the current SMIB system, since the only two modes are

addressed, the first analysis problem is not hard to solve

and is appropriate for demonstration of our approach. The

second control problem has been not fully discussed from

an analytical point of view, because it is inevitable to tackle

hybrid dynamics arising in power grids. Note that in [25] we

consider the case of three modes when adding the new mode,

called the fault-on operation.

B. Hybrid Automaton Model

For the stated problems, continuous-time dynamics in H

model the electromechanical oscillation of the synchronous

machine. Discrete event dynamics model the transition be-

tween the two modes due to the re-closing operation. The

HA model (1) makes it possible to combine the continuous-

time dynamics with the discrete event dynamics. For the

continuous-time dynamics, we use δ to represent the rotor

position of the machine with respect to synchronous reference

axis (the infinite bus) and ω to represent the non-dimensional

rotor speed deviation relative to system angular frequency

(2π×50Hz or 2π×60Hz). The electromechanical oscillation

of the machine is represented by the nonlinear swing equations

[12]:

dδ

dt
= ω,

dω

dt
= pm − b sin δ − kω. (8)

The parameters pm, b, and k are constant in time and are in per

unit system. The constant pm is the mechanical input power

to the machine, b the critical transmission power between the

machine and the infinite bus, and k the damping coefficient

in the SMIB system. The constant b is proportional to the

number of parallel AC transmission lines. Next, we model the

two modes of operation in Fig. 1, using the two discrete states

q1 and q2. The state q1 is assigned to the 1-line operation

mode, and q2 to the 2-lines operation mode. The re-closing

operation is modeled as the discrete control symbol σ. Hence,

4This is called stepping-out phenomenon or loss of synchronism.

operation

σ
t= t=t

q q
1 line

1 2

r0 2 lines
operation

Fig. 2. Hybrid automaton H including one discrete control input which
represents the re-closing operation

the interaction of the electromechanical oscillation with the

re-closing operation is represented by H:

Q× X = {q1, q2} × (T1 × R2),

(δ, ω, z) ∈ X,

Σ = {σ},

I (fixed later),

f(q, (δ, ω, z)⊤) =





ω
pm − αb sin δ − kω

1





at

{

α = 0.5 if q = q1,

α = 1 if q = q2,

Dom(q) = X× Σ ,

E = {(q1, q2)},

G((q1, q2), σ) = {(δ, ω, z) ∈ X; z = tr},































































































(9)

where tr stands for the onset time of re-closing operation.

The continuous state space X in H contains a timer z ∈ R in

order to force the discrete transition. The continuous vector

field f is given by the nonlinear swing equations (8) and is

parameterized by α that depends on the discrete states. The

schematic diagram of H including the discrete control input is

shown in Fig. 2.

In order to solve the current problems, we define the unsafe

target set T , its boundary ∂T , and the set I of initial states as

T = {q1, q2, q3} × T |X,

T |X = {(δ, ω, z) ∈ X; |ω| > ωc},

∂T = {q1, q2, q3} × {(δ, ω, z) ∈ X; |ω| = ωc},

I = {q1} × {(δ, ω, z) ∈ X; |ω| < ωc, z = 0},



























(10)

where ωc is a threshold value of the rotor speed deviation ω of

synchronous machine. The states in T represent unacceptable

operations of the machine such as large rotor speed deviation

and stepping-out phenomenon of it. In the nonlinear swing

equations (8), the stepping-out phenomenon of the machine

is represented as a stable limit cycle of the second kind [52],

which goes arounds the cylindrical phase space and is located

at ω ≈ pm/k. In order to avoid the large rotor speed and

stepping-out, it is natural to fix ωc at the values that do

not exceed the location. In this way, the unsafe target set T
provides an appropriate measure of loss of transient stability

in the SMIB system .

C. Reachability Computation and Analysis of Transient Sta-

bility

In the first analysis problem, we are interested in checking

whether the synchronous machine can survive without any
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loss of transient stability with the re-closing operation. Since

the associated dynamics are hybrid, it is required to extend

Algorithm 1 to the HA model for the SMIB system with the

re-closing operation. Here, because the discrete transition is

triggered by time only, the basic structure of Algorithm 1

remains. The continuous-time dynamics need to be changed

once the discrete transition happens. This is possible by

inserting if-then statements in Algorithm 1. The modified

procedure of reachable set computation is summarized in

Algorithm 2.

Algorithm 2 Compute the backward reachable set R for the

unsafe target set T for the hybrid automaton model (9).

1: S0 ← T |X, q ← q1, k ← 0
2: while k∆t ≤ T do

3: if k∆t = tr then

4: q ← q2

5: end if

6: Sk+1 ← Sk ∪Pre∆t(Sk, f(q, x)) {Solve the Level Set

equation (4) with −f(q, x) during ∆t}
7: if Sk+1 ⊆ Sk then

8: break

9: end if

10: k ← k + 1
11: end while

12: R← Sk+1

Figure 3 shows a numerical result of backward reachable

sets based on Algorithm 2. We use the following values of

the constant parameters in (8):

pm = 0.2, b = 0.7, k = 0.05. (11)

We limit the analysis set X to [−π, π]×[−2, 2], and fix the grid

size ∆x as 0.05 × 0.05 and the time step ∆t as 0.01. Under

the numerical setting, the time consumption for obtaining each

of the figures was about 3 hours. In each figure, the non-

colored (white) region corresponds to the safe initial states

that is indirectly estimated by Algorithm 1. Within this region

it is guaranteed that the synchronous machine does not show

any loss of transient stability. The red closed loop, denoted by

’stability limit,’ stands for the sufficient condition based on the

closest u.e.p. method [13] for the 1-line operation mode and

indeed becomes a sufficient condition in the case of HA model.

Compared with the conventional method, the reachability-

based method provides less conservative condition for the HA

model. Rbefore is the subset of X from which any state reaches

to ∂T before the re-closing operation, and Rafter is the one

from which any state reaches to ∂T after the re-closing. The

numerical result coincides with the previous one in [24] based

on the direct numerical integration of the HA model. Thus

the LSM is effective for the estimation of transient stability

of the SMIB system with a switching control. Fig. 3 also

shows how the reachable set changes as the re-closing time

tr increases. The parameter tr determines the impact of the

re-closing operation to the transient stability. As tr increases,

the non-colored region approaches the sufficient condition of

stability region in the continuous-time model, which is based
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Fig. 3. Backward reachable sets in the hybrid automaton model representing
the re-closing operation. The horizontal axis denotes the rotor position δ, and
the vertical axis the rotor speed deviation ω. The parameter tr is the re-closing
time and controls when the re-closing operation occurs in the 1-line operation
mode.

on the closest u.e.p. method. This is exactly true because the

limit of infinite tr (tr →∞) yields the continuous case without

the re-closing operation.

D. Reachability Computation and Synthesis of Safe Initial

States

To solve the second control problem in Sec. IV-A, we use

the approach introduced in Sec. III-C to synthesize a set of

safe initial states of the SMIB system as well as switching

conditions. Since in the current model the discrete transition

σ is triggered by time only, the mode switching problem is

nothing particular. Therefore we concentrate on the synthesis

of safe initial states and switching conditions.

Figure 4 shows another result of backward reachable sets

for the HA model (9). The procedure for the computation is

as follows. We limit the analysis set X to [−π, π] × [−π, π].
Also we fix the initial set I as X at the 1-line operation

mode q1 and the final set F as the ball Br(x0) with center

x0 = (0.289752, 0) and radius r = 0.2. The center x0

corresponds the steady operating state of the machine at q2,

that is, the asymptotically stable equilibrium of the continuous-

time model at q2. We also fix the grid size ∆x as 0.025×0.025
and the time step ∆t as 0.5. When the SMIB system is in the

2-lines operation mode q2, the dynamics of the system are

governed by (8) at q2. The reachable set evolves in backward

time until it reaches a fixed-point solution of the corresponding

LSE or terminates due to a predefined limit. The final time is

denoted by t1 = 180, and the final set R1 is marked in yellow.

Then we switch the SMIB system to the 1-line operation mode

q1. Along the dynamics of the system described by (8) at q1,

the backward reachable set R2 to R1 is obtained and marked

in red. This set corresponds to a fixed-point solution of the
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Fig. 4. Backward reachable sets
and synthesis of safe initial states.
R1 denotes the reachable set to
a small neighborhood of a stable
equilibrium of the continuous-time
model (8) at q2, and R2 the reach-
able set to R1 along the dynamics
described by (8) at q1. The union
of R1 and R2 results in a subset
of safe initial states in the SMIB
system.

LSE for q1. The final time t2 for obtaining R2 is 60, and the

total time of computation is t1 + t2 = 240. The procedure is

summarized in Algorithm 3.

Algorithm 3 Synthesize initial states of the hybrid automaton

model (9) to satisfy a reachability specification. The return of

the algorithm corresponds to the union R1∪R2 that results in

a set of safe initial states in which the SMIB system operates

correctly.

1: S0 ← Br(x0), q ← q2, k ← 0
2: while k∆t ≤ T do

3: Sk+1 ← Sk ∪Pre∆t(Sk, f(q, x)) {Solve the Level Set

equation (4) with −f(q, x) during ∆t}
4: if Sk+1 ⊆ Sk then

5: break

6: end if

7: k ← k + 1
8: end while

9: R1 ← Sk+1

10: S0 ← R1, q ← q1, k ← 0
11: while k∆t ≤ T do

12: Sk+1 ← Sk ∪Pre∆t(Sk, f(q, x)) {Solve the Level Set

equation (4) with −f(q, x) during ∆t}
13: if Sk+1 ⊆ Sk then

14: break

15: end if

16: k ← k + 1
17: end while

18: R2 ← Sk+1

Now we investigate in details the result of backward reach-

able sets shown in Fig. 4. Since R2 does not reach the unsafe

target set T , it corresponds to a set of safe initial states which

can ensure the reach to the 2-lines’ safe set. The union of the

two reachable sets R1 and R2 becomes a set of safe initial

states in the SMIB system, that is, Isafe in the context of

Sec. III-C. Thus the backward reachability algorithm enables

the synthesis of safe initial states. In addition to the safe state

synthesis, we see a safe switching condition to guarantee that

the synchronous machine does not show any loss of transient

stability. Since R2 does not touch T , the discrete transition σ,

namely the switching from 1-line operation mode to 2-lines

operation mode, can occur wherever the 2-lines’ safe set is

reached. The switching guarantees the system’s safety, that is,

the synchronous machine does not show any loss of transient

stability.

E. Concluding Remarks

We solved the problems on transient stability of the SMIB

system with the re-closing operation. The main concern is

how we analyze the effect of the re-closing operation to

the dynamics of the synchronous machine. An HA model is

used for representing the dynamical effect of the re-closing

operation. The reachability analysis of the HA model specifies

a set of initial states in which the synchronous machine does

not show any loss of transient stability with respect to the

infinite bus. Also the analysis makes it possible to determine

the timing of the re-closing by which the machine also does

not show the loss of transient stability.

V. VERIFICATION OF FAULT RELEASE CONTROL

FOR A DOUBLE MACHINES-INFINITE BUS SYSTEM

As the second example of the application, we consider the

problem on verification of fault release control in a multi-

machine power grid. In Sec. V-A we introduce a Double

Machines-Infinite Bus (DMIB) system and the basic concept

of fault release control. In Sec. V-B we review a practical

data of the fault release control and state a problem on the

verification of fault release control. In Secs. V-C and V-D we

analyze the problem by using a HA model and its forward

reachability analysis. The details of the contents presented here

are given in [26].

A. Protection Control Mechanisms

The DMIB system is shown in Fig. 5 and consists of two

synchronous generators, the infinite bus, an AC transmission

network, loads, relays, and circuit breakers. Arrows in the

figure represent constant power loads. The two synchronous

generators, denoted by G1 and G2, are connected via the

transmission network. The DMIB system has the three pro-

tection systems, each of which consists of relay and circuit

breaker. Two of the protection systems are equipped with G1
and G2 and denoted by the green boxes in Fig. 5. The other

protection system is denoted by the red boxes in line 5. Now

we introduce two control mechanisms for these protection

systems as follows.

6.88 s

1 2

3 654

F
30 MW 120 MW70 MW

G1

G240 MW

82.176 MVA
13.8 kV
10.0 s

160 MVA
15.0 kV

Fig. 5. Double Machines-Infinite Bus (DMIB) system that we analyze in
Sec. V. The system is based on a practical configuration in the Japanese power
grid.

A Self-archived copy inKyoto University Research Information Repositoryhttps://repository.kulib.kyoto-u.ac.jp



PROCEEDINGS OF THE IEEE 8

1) Generation Trip Control: Each of the protection systems

with G1 and G2 consists of an impedance-type relay and a

circuit breaker. The protection system for G1 (or G2) tries to

remove G1 (or G2) from the network if it exhibits a signature

of phenomena in loss of transient stability. The signature

here is monitored with a trajectory of complex-valued net

impedance of the network measured from each generator bus.

If the impedance passes the imaginary axis from right domain

of complex plane to left, then the circuit breaker trips, that

is, removes a generator from the network. The objective of

the control mechanism is to remove a generator exhibiting

the loss of transient stability quickly and to keep the whole

DMIB system stable. The protection system is regarded as a

decentralized controller with single continuous-valued input

and single discrete-valued output.

2) Fault Release Control: The protection system equipped

with line 5 executes the fault release control. The objective

of the control is to mitigate an electrical stress of the whole

DMIB system caused by disturbances and to keep the whole

system stable. The circuit breaker can trip, that is, disconnect

the line in a prescribed period (normally a few cycles) after

either generator is removed by the above protection system.

In this way, the onset of breaker trip for fault release control

depends on that of generation trip. The protection system is

regarded as a centralized controller with single discrete-valued

output.

B. Practical Data and Problem Statement

In this sub-section we present a practical data on the fault

release control in the DMIB system. The data is obtained with

the RTDS (Real Time Digital Simulator) produced by RTDS

Technologies Inc. RTDS is a fully digital electromagnetic tran-

sient power system simulator (testbed). In the simulator, the

dynamics of a synchronous generator are modeled by the two-

axis Park equations with damper windings. Detailed effects of

automatic voltage regulator (AVR) and power system stabilizer

(PSS) can be considered. In this way, we are referring to

a simulation result obtained with RTDS as a practical data.

However, for simplicity of the current analysis, we do not as-

sume that AVR and PSS operate in the current simulation. We

use the following fault condition. Each generator operates at a

steady operating state at t < tf = 0 s. Then a three-phase fault

happens at point F (see Fig. 5) near G2 bus at t = tf = 0 s,
and the faulted line trips at t = tcl = 8/(60Hz) ∼ 0.133 s.
The fault duration corresponds to 8 cycles of 60-Hz sinusoidal

wave. Also we assume that the fault release control is executed

in 0.3 s after either G1 or G2 is removed by its protection

system. The setting of parameters in the DMIB system, which

includes data on synchronous generators and AC transmission

lines, is presented in [26]. The parameters are used for the

RTDS analysis.

Figure 6 shows a data on rotor speed deviations ω1 of G1
and ω2 of G2 relative to the nominal angular frequency (2π×
60Hz). The figure (a) is for G1 and (b) for G2. The figures are

reproduced from [26]. The figure (a) contains the two transient

behaviors denoted by Case1 and Case2. Case1 represents

the transient behavior of G1 without fault release control, and

(a) Rotor speed deviation ω1 of G1

(b) Rotor speed deviation ω2 of G2

Fig. 6. Practical data on fault release control for the Double Machines-Infinite
Bus (DMIB) system. The figures are reproduced from [26].

Case2 the transient behavior with it. The onset of the control

is denoted by CB-in (line5). G2-off represents the onset of G2
trip caused by the protection system. In Fig. 6(b) G2 exhibits

a divergence motion of ω2, that is, loss of transient stability

that does not depend on the fault release control. On the other

hand, in Fig. 6(a) G1 does not exhibit any divergence motion

of ω1 under the fault release control and finally settles down

a steady operating condition. These figures suggest that the

fault release control can avoid the loss of transient stability of

G1.

The problem which we analyze in this section is to prove the

correctness of the fault release control in a framework of hy-

brid systems reachability. Apparently, the dynamics associated

with the problem are hybrid due to the dynamical interaction

between electromechanical oscillations of the two machines

and the discrete protection controls. In the following, with the

HA model and reachability computation, we will consider the

problem on hybrid dynamics and control of a multi-machine

power grid.

C. Hybrid Automaton Model

Now we derive a HA model that represents the dynami-

cal interaction between electromechanical oscillations of the

two machines and the discrete protection controls. First, we

model the electromechanical oscillations of G1 and G2. The

oscillations are represented by the continuous-time vector field

f in (1). In the same manner as in Sec. IV-B, we use δi to

represent the rotor position of Gi with respect to synchronous

reference axis (the infinite bus) and also use ωi to represent the

non-dimensional rotor speed deviation of Gi relative to system

angular frequency ωs = 2π × (60Hz). The electromechanical

oscillations of Gi (i = 1, 2) are represented by the nonlinear
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swing equations:

dδi

dt
= ωi,

a
2Hi

ωs

dωi

dt
= Pmi −Dωi −GiiV

2
i −

∑

j∈{1,2,∞}\{i}

{GijViVj cos(δi − δj) + BijViVj sin(δi − δj)},































(12)

The variable δ∞ is the rotor position of infinite bus and is

assumed to be zero. The parameters a, Hi, Pmi, D, Gii,

Gij , Bij , and Vi are constant in time and are in per unit

system except for Hi and D in seconds. The constant a
stands for the ration of generator rated capacity of G1 to that

of G2 and appears in the swing equations for G1 only. The

constant Hi is the per unit inertia constant of Gi, and D is

the damping coefficient of generators. The constant Gii is the

internal admittance, and Gij + jBij the transfer admittance.

The constants V1 and V2 stand for the bus voltages of G1 and

G2, and V∞ the voltage of infinite bus.

Second, we model the protection systems of generation trip

and fault release control. The modeling which we now perform

is similar to that in [39]. The parameters Gii, Gij , and Bij in

(12) discontinuously change when the fault, generation trip,

and line trip happen. For the HA model (1), we need to

describe all possible network topologies explicitly. However,

when the current goal is to follow the data in Sec. V-B, it is

enough to introduce the following small set Q consisting of

four discrete states {q1, q2, q3, q4}. The state q1 is assigned to

the fault-on operating condition, namely, mode, q2 to the mode

after removing the faulted line, q3 to the mode after removing

G2 by generation trip, and q4 to the mode after fault release

control. In fact, there are no other modes that appear in the

following numerical analysis. Here we re-write the continuous-

time model (12) to explicitly clarify its dependency of the

modes. In the right-hand side of (12), the third terms represent

the output power of Gi and depend on the modes. Thus the

output power, denoted by P
(q)
ei with index q ∈ Q, is given as

P
(q)
ei = G

(q)
ii V 2

i +
∑

j∈{1,2,∞}\{i}

{G
(q)
ij ViVj cos(δi − δj)

+B
(q)
ij ViVj sin(δi − δj)}, (13)

where i = 1, 2. The parameter G
(q)
ii represents the internal

admittance of Gi for index q, and similarly for G
(q)
ij , B

(q)
ij .

In this modeling, we represent the generation trip and fault

release control themselves as discrete control inputs in Σ . For

the data presented in Sec. V-B, the protection control which

removes the faulted line is modeled as the control input σ1, and

it drives the discrete transition from q1 to q2. The protection

control which removes G2 is modeled as σ2, and it drives the

discrete transition from q2 to q3. The fault release control is

modeled as σ3, and it drives the discrete transition from q3

and q4.

Lastly, we integrate the continuous-time dynamics in (12)

with the discrete transitions above and derive a HA model

used for analysis of the verification problem. The HA model

w/o G2

σ σ σ

f t

q2q1 q3

1 line

1 2 3

cl=t operationtt =
operation

1 line

q
4

1 line
operation

w/o G2
after CB−in

fault−on

Fig. 7. Hybrid automaton model H including three discrete control inputs that
represent the line clearing, generation trip control, and fault release control
in a Double Machines-Infinite Bus (DMIB) system

is the following.

Q = {q1, q2, q3, q4},

X = T2 × R3 ∋ (δ1, δ2, ω1, ω2, z) =: x,

Σ = {σ1, σ2, σ3},

f(q, x), q ∈ Q,

E = {(q1, q2), (q2, q3), (q3, q4)},

Dom(q) = X× Σ ,

G((qi, qi+1), σ
i), i = 1, 2, 3,



























































(14)

A schematic diagram of H is Fig. 7. The new variable z/ s ∈ R

with continuous-time dynamics ż = 1 is added to X in order

to drive the discrete control inputs σ1 and σ3. The vector field

f(q, x) is given by

f(q, x) =

























ω1

ω2

ωs

2H1a
{Pm1 −Dω1 − P

(q)
e1 (x)}

ωs

2H2
{Pm2 −Dω2 − P

(q)
e2 (x)}

1

























. (15)

The guard condition G is based on the control mechanisms of

the protection systems and is defined as

G((q1, q2), σ
1) = {x ∈ X; z = tcl},

G((q2, q3), σ
2) = {x ∈ X; Re[Z2(x)] = 0 and

d(Re[Z2(x)])/dt < 0},

G((q3, q4), σ
3) = {x ∈ X; z = t2 + ∆t},



























(16)

where Z2(x) is the complex-valued net impedance of the AC

transmission network measured from G2 bus. The real part of

Z2(x) is crucial to the current modeling and is given by

Re[Z2] =
V2

|I
(q2)
2 |2







cos δ2

∑

j∈{1,2,∞}

Vj(G
(q2)
2j cos δj

−B
(q2)
2j sin δj) + sin δ2

∑

j∈{1,2,∞}

Vj(G
(q2)
2j sin δj

+B
(q2)
2j cos δj)

}

. (17)

The complex-valued output current I
(q2)
2 of G2 is a func-

tion of rotor positions (δ1, δ2) and discrete states qi. For

G((q3, q4), σ
3) in (16), the time t2 is the onset of discrete

control σ3, and ∆t is the prescribed delay time for the fault

release control.
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D. Reachability Computation and Verification of Fault Re-

lease Control

In this sub-section we use the notion of forward reachable

set of H in order to analyze the correctness of fault release

control. For this, we need to fix a unsafe target set T and a set

of initial states I that are appropriate for the current problem.

The choice of T depends on the aim of control mechanism

whose performance we want to verify. Since the aim of fault

release control is to avoid the loss of transient stability of G1,

the unsafe target set T can be defined as

T = {(q, x) ∈ Q× X; ω1 ≥ ωcr}, (18)

where ωcr (> 0 rad/s) is the critical value of rotor speed

deviation ω1 under which G1 can operate safely. The reason

why we use ωcr is that if G2 is removed from the network, the

loss of transient stability in G1 is well represented by solutions

converging to the stable periodic solution of the second kind,

located at ω1(t) ∼ Pm1/D (> 0), in (12). The choice of

I depends on how initial states we consider for the DMIB

system. The data in Sec. V-B is obtained under the assumption

at t = tf that the DMIB system operates at a steady state. With

these in our mind, we use the following setting of I:

I = {(q, x) ∈ Q× X; q = q1, z = tf ,−π ≤ δ1 < π,

−5 rad/s ≤ ω1 ≤ 5 rad/s, δ2 = δ∗2 ,

ω2 = 0 rad/s}, (19)

where δ∗2 is the value at the steady operating state, in this

case, an asymptotically-stable equilibrium of the continuous-

time model (12) before the fault. The set I contains the stable

equilibrium. Here we attempt to analyze the correctness of

fault release control under perturbations to the initial condi-

tions. This is why I does has non-zero measure.

Here, different from the algorithmic approach in Sec. IV,

we perform the reachability analysis using direct numerical

integration of (12). The set I are finely partitioned by a

grid. The trajectory starting from each element of the grid

is computed by numerical integration and is checked whether

it intersects with T or not. The parameters Gii and Gij +jBij

change at the onset of discrete transitions and are presented

in [26]. The other parameters are also presented in [26]. Note

that this numerical approach is not rigorous, but it will explain

the practical data in Sec. V-B.

Figure 8 shows the numerical result on forward reachable

sets for the HA model. In the two figures, each bounded,

two-dimensional plane corresponds to the initial set I . The

colored regions are related to non-empty intersections of the

forward reachable sets departing from I and T . Each of the

regions is a finite set of elements of the grid from which

trajectories of H intersect with T in time 5 s. The non-colored

(white) regions represent the subset of I from which trajectory

does not intersect with T for 5 s. Fig. 8(a) is the case without

fault release control, namely, without the discrete control σ3.

The symbol IP represents a steady operating condition and

corresponds to the initial state used for the RTDS analysis

in Sec. V-B. The initial state IP in Fig. 8(a) exists inside the

colored region. This implies that as time passes, G1 will

exhibit the loss of transient stability without fault release

−π π
−5

5

0

0

δ1

ω
1 IP

−
1

/ 
ra

d
 s

(a) Case1

−π π
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0

0
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ω
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−
1

/ 
ra

d
 s

(b) Case2

Fig. 8. Numerical results of reachability analysis of the hybrid automaton
model (14). The colored regions are the subsets of I in which the forward
reachable sets departing from I and the unsafe target set T intersect. Case1
is for the result without fault release control, and Case2 for the result with
fault release control.

control. This is consistent with the practical data in Fig. 6(a).

On the other hand, Fig. 8(b) is the case with the fault release

control σ3. The colored region represents an approximation

the subset of I from which trajectory intersects with T at

qi (i = 1, 2, 3) in 5 s. The symbol IP also represents the initial

state used for the RTDS analysis and exists outside the colored

region, i.e., the forward reachable set. This implies that by the

fault release control, G1 does not show the loss of transient

stability in 5 s. This is also consistent with the practical data

in Fig. 6(a). Hence the reachability analysis of the HA model

indicates that the fault release control is correct for prevention

of loss of transient stability in G1.

E. Concluding Remarks

We used the reachability analysis of hybrid systems for

analyzing the verification problem of fault release control in

the DMIB system. The problem is intended to verify a practical

data of fault release control that is obtained with the RTDS

analysis. The fault release control implies a state-dependent

mechanism and needs to be accurately modeled as a hybrid

controller. An HA model is used for modeling the hybrid

controller and representing its dynamical effect on the whole

system. The forward reachability analysis of the HA model

suggests the correctness of the fault release control that can

avoid the loss of transient stability of all of the machines in

the system.

VI. SUMMARY AND FUTURE DIRECTIONS

We presented an approach to the analysis and design of

power grid dynamic performance. The approach is based

on the theoretical foundations and computational methods

developed for the verification of hybrid systems and is emer-

gent by an integration of ideas from control engineering,

computer science, and power systems engineering. We have

demonstrated the integration for the two problems on transient

stability in the SMIB and DMIB systems. These show that the

application of reachability analysis of hybrid system models

enables the quantitative estimation of transient stability and the
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synthesis of safe initial states as well as switching conditions

to satisfy safety specifications.

In this paper the reachable set computation was applied to

the analysis and design of power grid dynamic performance.

Since we intend to contain a right balance between tutorial

state-of-the-art exposition and research, prototype examples

of transient stability problems in small-scale power grids are

only addressed. It is important to see the application of our

approach to large-scale problems where stability depends on

system-wide parameters. For a large-scale power grid, com-

putational costs for the reachable set computation naturally

increase. There are several directions to mitigate these costs:

to project the reachable set of a high-dimensional system into a

collection of lower dimensional subspaces [53], and to design

an architecture of distributed reachability computation that

overlays the physical architecture of a power grid. Scalability

of the reachable set computation is of basic importance in the

latter direction of this research.
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