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ABSTRACT
Web usage mining has been used effectively as an
underlying mechanism for Web personalization and
recommender systems. A variety of recommendation
frameworks have been proposed, including some based
on non-sequential models, such as association rules and
clusters, and some based on sequential models, such as
sequential or navigational patterns. Our recent stud-
ies have suggested that the structural characteristics
of Web sites, such as the site topology and the degree
of connectivity, have a significant impact on the rela-
tive performance of recommendation models based on
association rules, contiguous and non-contiguous se-
quential patterns. In this paper, we present a frame-
work for a hybrid Web personalization system that can
intelligently switch among different recommendation
models, based on the degree of connectivity and the
current location of the user within the site. We have
conducted a detailed evaluation based on real Web us-
age data from three sites with different structural char-
acteristics. Our results show that the hybrid system
selects less constrained models such as frequent item-
sets when the user is navigating portions of the site
with a higher degree of connectivity, while sequential
recommendation models are chosen for deeper naviga-
tional depths and lower degrees of connectivity. The
comparative evaluation also indicates that the overall
performance of hybrid system in terms of precision and
coverage is better than the recommendation systems
based on any of the individual models.

1. Introduction

Development of effective techniques for Web person-
alization is an important area of research with many
immediate applications in e-commerce Web informa-
tion systems. Understanding the users’ navigational
preferences and behavior is an essential step in study-
ing the effectiveness of a Web site. For example, the
discovery of most likely access patterns empowers e-
business providers to measure and improve the qual-
ity of a site structure by modifying the hyperlinks or
by dynamically customizing a Web page for guiding
the user to interesting information. Web usage min-

ing [18, 5] is a widely used approach to capture and
model Web user behavioral patterns from the log data
generated by Web and application server.

Various Web usage mining techniques have been
used to develop efficient and effective recommenda-
tion systems to provide individualized content to users
based on their preferences and past behavior. For ex-
ample, association rule mining has recently been stud-
ied as an approach to discover models for recommenda-
tion systems [8, 10, 14]. It is a non-sequential mining
technique that does not preserve the ordering infor-
mation among pageviews in user sessions. Sequential
pattern mining and the discovery of frequent naviga-
tional paths (contiguous sequential patterns) take into
account the ordering constraints inherent in naviga-
tional patterns. The use of navigational and sequential
patterns for predictive user modeling has been exten-
sively studied [7, 13, 15]. However, the primary focus
of these studies has been on prefetching of Web pages
(i.e., predicting a user’s immediate next access) to im-
prove server performance or network latency. In [9, 19]
a unified formal framework is presented to capture var-
ious navigational substructures in the usage data, in-
cluding frequent itemsets and sequential patterns, and
a generalized approach to personalization is proposed
using navigational path fragments.

All recommender systems based on Web usage
mining techniques have strength and weaknesses. For
instance, sequential models generally produce accu-
rate recommendations, but such models are often to
selective resulting in unacceptably low coverage. In
contrast, recommendation models based on less con-
strained patterns such as clustering and association
rules can capture a broader range of recommendations,
though this is sometimes at the cost of lower predic-
tion accuracy. The common wisdom suggests that us-
ing more information about users’ behavior results in
more accurate models. In general, however, unneces-
sary constraints imposed during the pattern discovery
process may result in missing important relationships
in the mining results. Thus, two important questions
that need to be answered in the context of personal-
ization are:

• What are the conditions under which one model



is more effective?

• Can the mitigating factors be quantified in a way
to allow the right model to be selected on-the-fly
during users interaction?

In this paper we consider one such factor, namely,
the degree of hyperlink connectivity within the site.
In a previous study [12], we conducted a detailed com-
parative evaluation of non-sequential and sequential
pattern recommendation models and considered their
effectiveness and suitability. The study showed that
the performance of each recommendation model de-
pends, in part, on the structural characteristics of the
Web site, in general, and on the degree of localized
hyperlink connectivity, in particular. For example, in
a highly connected Web site with short navigational
paths, non-sequential models perform well by achiev-
ing higher overall precision and coverage than sequen-
tial pattern models. The study indicates that the de-
gree of hyperlink connectivity may be a key element
that determines the performance of the recommenda-
tion model.

In this paper, we present a framework for a hy-
brid Web personalization system that can intelligently
switch among different recommendation models, based
on a localized degree of hyperlink connectivity with re-
spect to a user’s current location within the site. The
hybrid system selects less constrained models such as
frequent itemsets when the user is navigating portions
of the site with a higher degree of connectivity, and it
selects sequential recommendation models for deeper
navigational depths and lower degrees of connectiv-
ity. We perform a detailed evaluation of this proposed
model using real Web usage data from three sites with
different structural characteristics and show that the
overall performance of hybrid system is better than
the recommendation systems based on any of the in-
dividual models.

In the next section, we provide some background
information and present the details of our recommen-
dation models using association rule mining (AR), se-
quential pattern mining (SP), and contiguous sequen-
tial mining (CSP). In section 3, we briefly review the
results of our previous experiments in [12], and provide
the motivation for the proposed hybrid framework. In
the rest of the paper we introduce our hybrid recom-
mendation model and present detailed experimental
results assessing the performance of the hybrid model
when compared to the individual models.

2. Background: Personalization Based
on Web Usage Mining

The overall process of Web personalization, generally
consists of three phases: data preparation and trans-
formation, pattern discovery, and recommendation. In

traditional collaborative filtering approaches, the pat-
tern discovery phase (e.g., neighborhood formation in
the k-nearest-neighbor) as well as the recommenda-
tion phase are performed in real time. In contrast,
personalization systems based on Web usage mining
[11], perform the pattern discovery phase offline. Data
preparation phase transforms raw web log files into
clickstream data that can be processed by data min-
ing tasks. A variety of data mining techniques can be
applied to the clickstream or Web application data in
the pattern discovery phase, such as clustering, associ-
ation rule mining [1, 2, 17], and sequential pattern dis-
covery [3]. The recommendation engine considers the
active user session in conjunction with the discovered
patterns to provide personalized content. The per-
sonalized content can take the form of recommended
links or products, or targeted advertisements tailored
to the user’s perceived preferences as determined by
the matching usage patterns. In this paper, our focus
is specifically on association rule mining and sequential
pattern discovery, and the suitability of the resulting
patterns for personalization.

2.1 Pattern Discovery from Web
Transactions

The required high-level tasks in the data preparation
phase are data cleaning, user identification, session
identification, pageview identification, and the infer-
ence of missing references due to caching. Pageview
identification is the task of determining which page file
accesses contribute to a single browser display. Trans-
action identification can be performed as a final pre-
processing step prior to pattern discovery in order to
focus on the relevant subsets of pageviews in each user
session. In the present work we rely on the preprocess-
ing techniques discussed in [6, 4] to perform the data
preparation tasks on our experimental data sets.

The output of the data preparation phase is a
set of n pageviews, P = {p1, p2, · · · , pn}, and a set of
m user transactions, T = {t1, t2, · · · , tm}, where each
ti ∈ T is a subset of P . Conceptually, we view each
transaction t as an l-length sequence of ordered pairs:

t =
〈
(pt

1, w(pt
1)), (p

t
2, w(pt

2)), · · · , (pt
l , w(pt

l))
〉
,

where each pt
i = pj for some j ∈ {1, · · · , n}, and w(pt

i)
is the weight associated with pageview pt

i in the trans-
action t. Weights can be binary, representing the exis-
tence or non-existence of a product-purchase or a doc-
uments access in the transaction; or they can be a
function of the duration of the associated pageview in
the user’s session. In this paper, our focus is on asso-
ciation rule and sequential pattern discovery, thus we
only consider binary weights on pageviews within user
transactions. In the case of association rule discovery,
we ignore the ordering among the pageviews. In that



case, a transaction can be viewed as a set of pageviews
st = {pt

i | 1 ≤ i ≤ l and w(pt
i) = 1}. In the case of

sequential (and contiguous sequential) patterns, how-
ever, we preserve the ordering relationship among the
pageviews in the transactions.

Given a set of transactions as described above,
a variety of unsupervised knowledge discovery tech-
niques can be applied to obtain patterns. In the
present work, we focus on three data mining tech-
niques: Association Rule mining (AR), Sequential Pat-
tern (SP), and Contiguous Sequential Pattern (CSP)
discovery. CSP’s are a special form of sequential pat-
terns in which the items appearing in the sequence
must be adjacent with respect to the underlying order-
ing. In the context of Web usage data, CSP’s can be
used to capture frequent navigational paths among user
trails [16, 15]. In contrast, items appearing in SP’s,
while preserving the underlying ordering, need not be
adjacent, and thus they represent more general navi-
gational patterns within the site. Frequent item sets,
discovered as part of association rule mining, repre-
sent the least restrictive type of navigational patterns,
since they focus on the presence of items rather than
the order in which they occur within user session.

Association rules capture the relationships among
items based on their patterns of co-occurrence across
transactions (without considering the ordering of
items). In the case of Web transactions, association
rules capture relationships among pageviews based on
the navigational patterns of users. For the current pa-
per we have used the Apriori algorithm [2, 17] that fol-
lows a generate-and-test methodology. This algorithm
finds groups of items (in this case the pageviews ap-
pearing in the preprocessed log) occurring frequently
together in many transactions (i.e., satisfying a user
specified minimum support threshold). Such groups
of items are referred to as frequent item sets.

Given a transaction T and a set I =
{I1, I2, . . . , Ik} of frequent itemsets over T . The
support of an itemset Ii ∈ I is defined as σ(Ii) =
|{t ∈ T : Ii ⊆ t}|/|T |.

Association rules which satisfy a minimum confi-
dence threshold are then generated from the frequent
itemsets. An association rule r is an expression of the
form X ⇒ Y (σr , αr), where X and Y are itemsets, σr

is the support of X ∪ Y , and αr is the confidence for
the rule r given by σ(X ∪ Y )/σ(X).

Sequential patterns in Web usage data capture
the Web page trails that are often visited by users,
in the order that they were visited. Sequential pat-
terns are those sequences of items that frequently oc-
cur in a sufficiently large proportion of transactions.
A sequence < s1, s2, . . . , sn > occurs in a transaction
t = 〈p1, p2, . . . , pm〉 (where n ≤ m) if there exist n
positive integers 1 ≤ a1 < a2 < . . . < an ≤ m, and
si = pai for all i. We say that 〈cs1, cs2, . . . , csn〉 is
a contiguous sequence in t if there exists an integer

0 ≤ b ≤ m − n, and csi = pb+i for all i = 1 to n. In
a contiguous sequential pattern, each consecutive pair
of elements, si and si+1, must appear consecutively
in a transaction t which supports the pattern, while
sequential pattern can represent non-contiguous fre-
quent sequences in the underlying set of transactions.

Given a transaction set T and a set S =
{S1, S2, . . . , Sn} of frequent sequential (respectively,
contiguous sequential) pattern over T , the support of
each Si is defined as follows:

σ(Si) =
|{t ∈ T : Si is (contiguous) subsequence of t}|

|T |

The confidence of the rule X ⇒ Y , where X and
Y are (contiguous) sequential patterns, is defined as
α(X ⇒ Y ) = σ(X ◦ Y )/σ(X), where ◦ represents the
concatenation operator on sequences. The Apriori al-
gorithm used in association rule mining can also be
adopted to discover sequential and contiguous sequen-
tial patterns. This is normally accomplished by chang-
ing the definition of support to be based on the fre-
quency of occurrences of subsequences of items rather
than subsets of items.

2.2 Using the Discovered Patterns for
Personalization

The recommendation engine is the online component
of the personalization process. In standard collab-
orative filtering, the recommendation engine is inte-
grated with the “neighborhood formation” phase. In
our context, the recommendation engine takes a col-
lection of frequent itemsets or (contiguous) sequential
patterns as input and generates a recommendation set
by matching the current user’s activity against the dis-
covered patterns. In this section, we present two effi-
cient recommendation generation algorithms based on
frequent itemsets and sequential (resp. contiguous se-
quential) patterns, which use the discovered patterns
together with the user’s activity history to produce
recommendations. We use a fixed-size sliding window
over the current active session to capture the current
user’s history depth. A sliding window of size n over
the active session allows only the last n visited pages
to influence the recommendation value of items in the
recommendation set. We call this sliding window, the
user’s active session window.

The recommendation engine based on association
rules matches the current user session window with
frequent itemsets to find candidate pageviews for giv-
ing recommendations. Given an active session window
w and a group of frequent itemsets, we only consider
all the frequent itemsets of size |w| + 1 containing the
current session window. The recommendation value of
each candidate pageview is based on the confidence of
the corresponding association rule whose consequent



T1: {ABDE}
T2: {ABECD}
T3: {ABEC}
T4: {BEBAC}
T5: {DABEC}

Size 1 Size 2 Size 3 Size 4

{A}(5) {A, B}(5) {A, B, C}(4) {A, B, C, E}(4)
{B}(6) {A, C}(4) {A, B, E}(5)
{C}(4) {A, E}(5) {A, C, E}(4)
{E}(5) {B, C}(4) {B, C, E}(4)

{B, E}(5)
{C, E}(4)

Table 1. Sample Web Transactions and Frequent Item-
sets generated by Apriori algorithm

is the singleton containing the pageview to be recom-
mended.

In order to facilitate the search for itemsets (of
size |w|+ 1) containing the current session window w,
the frequent itemsets are stored in a directed acyclic
graph, here called a Frequent Itemset Graph. The
Frequent Itemset Graph is an extension of the lexi-
cographic tree used in the tree projection algorithm
of [1]. The graph is organized into levels from 0 to k,
where k is the maximum size among all frequent item-
sets. Each node at depth d in the graph corresponds
to an itemset, I, of size d and is linked to itemsets of
size d + 1 that contain I at level d + 1. The single
root node at level 0 corresponds to the empty itemset.
To be able to match different orderings of an active
session with frequent itemsets, all itemsets are sorted
in lexicographic order before being inserted into the
graph. The user’s active session is also sorted in the
same manner before matching with patterns.

Given an active user session window w, sorted
in lexicographic order, a depth-first search of the Fre-
quent Itemset Graph is performed to level |w|. If a
match is found, then the children of the matching node
n containing w are used to generate candidate recom-
mendations. Each child node of n corresponds to a
frequent itemset w ∪ {p}. In each case, the pageview
p is added to the recommendation set if the support
ratio σ(w ∪ {p})/σ(w) is greater than or equal to α,
where α is a minimum confidence threshold. Note that
σ(w ∪ {p})/σ(w) is the confidence of the association
rule w ⇒ {p}. The confidence of this rule is also used
as the recommendation score for pageview p. It is easy
to observe that in this algorithm the search process re-
quires only O(|w|) time given active session window w.

To illustrate the process, consider the example
transaction set given in Table 1 (top). Using these
transactions, the Apriori algorithm with a frequency
threshold of 4 (minimum support of 0.8) generates the
itemsets shown in the bottom table. Figure 1 shows
the Frequent Itemsets Graph constructed based on the

ABCE (4)

ABC  (4) ABE  (5) ACE  (4) BCE (4)

AB  (5) AC  (4) AE  (5) BE  (5)BC  (4) CE (4)

A  (5) B  (6) C  (4) E  (5)

O Depth 0

Depth 1

Depth 2

Depth 3

Depth 4

Figure 1. The Frequent itemsets Graph for example

frequent itemsets in Table 1. Now, given user active
session window < B, E >, the recommendation gener-
ation algorithm finds items A and C as candidate rec-
ommendations. The recommendation scores of item
A and C are 1 and 4/5, corresponding to the confi-
dences of the rules {B, E} → {A} and {B, E} → {C},
respectively.

The recommendation algorithm based on associa-
tion rules can be adopted to work also with sequential
(respectively, contiguous sequential) patterns. In this
case, we focus on frequent (contiguous) sequences of
size |w| + 1 whose prefix contains an active user ses-
sion w. The candidate pageviews to be recommended
are the last items in all such sequences. The recom-
mendation values are based on the confidence of the
patterns. If the confidence satisfies a threshold require-
ment, then the candidate pageviews are added to the
recommendation set.

A simple trie, an efficient data structure for stor-
ing strings in which there is one node for every com-
mon prefix, is used to store both the SP and CSP
discovered during the pattern discovery phase. The
Frequent Sequence Trie (FST) is organized into levels
from 0 to k, where k is the maximal size among all
SPs or CSPs. There is the single root node at depth
0 containing the empty sequence. Each non-root node
N at depth d contains an item sd and representing
a frequent sequence 〈s1, s2, . . . , sd−1, sd〉 whose prefix
〈s1, s2, . . . , sd−1〉 is the pattern represented by the par-
ent node of N at depth d − 1. Furthermore, along
with each node we store the support value of the cor-
responding pattern. The confidence of each pattern
(represented by a non-root node in the FST) is ob-
tained by dividing the support of the current node by
the support of its parent node.

The recommendation algorithm based on sequen-
tial and contiguous sequential patterns has a similar
structure as the algorithm based on association rules.
For each active session window w = 〈w1, w2, . . . , wn〉,
we perform a depth-first search of the FST to level n.
If a match is found, then the children of the matching



Size 1 Size 2 Size 3

< A > (5) < A, B > (4) < A,B, E > (4)
< B > (6) < A, C > (4) < A, E, C > (4)
< C > (4) < A,E > (4)
< E > (5) < B, C > (4)

< B, E > (5)
< C, E > (4)

Size 1 Size 2

< A > (5) < A, B > (4)
< B > (6) < B, E > (4)
< C > (4)
< E > (5)

Table 2. Frequent Sequential Patterns (top) and Con-
tiguous Sequential Patterns (bottom)

node N are used to generate candidate recommenda-
tions. Given a sequence S = 〈w1, w2, . . . , wn, p〉 repre-
sented by a child node of N , the item p is then added
to the recommendation set as long as the confidence of
S is greater than or equal to the confidence threshold.
As in the case of frequent itemset graph, the search
process requires O(|w|) time given active session win-
dow size |w|.

To continue our example, Table 2 shows the fre-
quent sequential patterns and frequent contiguous se-
quential patterns with a frequency threshold of 4 over
the example transaction set given in Table 1. Fig-
ures 2 and 3 show the trie representations of the
sequential and contiguous sequential patterns listed
in the Table 2, respectively. The sequential pattern
< A, B, E > appears in the figure 2 because it is the
subsequence of 4 transactions: T1, T2, T3 and T5. How-
ever, < A, B, E > is not a frequent contiguous sequen-
tial pattern since only 3 transactions (T2, T3 and T5)
contain the contiguous sequence < A, B, E >. Give
a user’s active session window < A, B >, the recom-
mendation engine using sequential patterns finds item
E as a candidate recommendation. The recommenda-
tion score of item E is 1, corresponding to the rule
< A, B >⇒< E >. On the other hand, the recom-
mendation engine using contiguous sequential patterns
will, in this case, fails to give any recommendations.

Depending on the specified support threshold, it
might be difficult to find large enough itemsets or se-
quential patterns that could be used for providing rec-
ommendations, leading to reduced coverage. This is
particularly true for sites with very small average ses-
sion sizes. In order to overcome this problem, we use
all-kth-order method proposed in [13] in the context of
Markov chain models. The order of the Markov model
corresponds to the number of prior events used in pre-
dicting a future event. So, a kth-Order Markov model
predicts user’s next action by looking the past k ac-
tions. Higher-order Markov models generally provide
a higher prediction accuracy. However, this is usually

C (4)

B  (4) C  (4) E  (4) E  (5)C  (4) C (4)

A(5) B(6) C(4) E(5)

O Depth 0

Depth 1

Depth 2

Depth 3E  (4)

Figure 2. The Frequent Sequential Pattern Trie Struc-
ture for the Example

B  (4) E  (4)

A(5) B(6) C(4) E(5)

O Depth 0

Depth 1

Depth 2

Figure 3. The Frequent Contiguous Sequential Pattern
Trie Structure for the Example

at the cost of lower coverage and much higher model
complexity due to the larger number of states. The
use of all-kth-order Markov models generally requires
the generation of separate models for each of the k
orders: if the model cannot make a prediction using
the kth order, it will attempt to make a prediction by
incrementally decreasing the model order.

Our recommendation framework for contiguous
sequential patterns is essentially equivalent to kth-
order Markov models, however, rather than storing
all navigational sequences, we only store frequent se-
quences resulting from the sequential pattern mining
process. In this sense, our method is similar to support
pruned models described in [7], except that the sup-
port pruning is performed by the Apriori algorithm in
the mining phase. The notion of all-kth-order models
and also easily be extended to the context of general
sequential patterns and association rule. We extend
our recommendation algorithms to generate all-kth-
order recommendations as follows. First, the recom-
mendation engine uses the largest possible active ses-
sion window as an input for recommendation engine. If
the engine cannot generate any recommendations, the
size of active session window is iteratively decreased
until a recommendation is generated or the window
size becomes 0. We use this extended recommenda-
tion framework for all 3 approaches in our experiments
discussed in the next section.



2.3 Evaluating Usage-Based Recom-
mendations

To evaluate the effectiveness of each recommendation
model, the transaction data set is divided into train-
ing and evaluation sets. The training set is used to
generate the models based on AR, SP, and CSP, while
the evaluation set is used to test the generated model.
Each transaction t in the evaluation set is divided into
two parts. The first n pageviews in t are used for
generating recommendations, whereas, the remaining
portion of t is used to evaluate the generated recom-
mendations. The active session window is the portion
of the user’s clickstream used by the recommendation
engine in order to produce a recommendation set. We
call this portion of the transaction t the active session
with respect to t, denoted by ast. The recommenda-
tion engine takes ast and a recommendation threshold
τ as inputs and produce a set of pageviews as recom-
mendations. We denote this recommendation set by
R(ast, τ).

The set of pageviews R(ast, τ) can now be com-
pared with the remaining |t| − n, pageviews in t. We
denote this portion of t by evalt. Our comparison
of these sets is based on 2 different metrics, namely,
precision and coverage. The precision of R(ast, τ) is
defined as:

precision(R(ast, τ)) =
|R(ast, τ) ∩ evalt|

|R(ast, τ)| ,

and the coverage of R(ast, τ) is defined as:

coverage(R(ast, τ)) =
|R(ast, τ) ∩ evalt|

|evalt| .

Precision measures the degree to which the rec-
ommendation engine produces accurate recommenda-
tions while coverage measures the ability of the rec-
ommendation engine to produce all of the pageviews
that are likely to be visited by the user. Finally, for a
given recommendation threshold τ , the mean over all
transactions in the evaluation set is computed as the
overall evaluation score for each measure. We ran each
set of experiments for thresholds ranging from 0.1 to
1.0.

3. The Impact of Site Characteristics
on Recommendation Models

In [12], we performed a comparative evaluation of rec-
ommendation models based on association rules (AR),
sequential patterns (SP) and contiguous sequential
patterns (CSP). In this section, we briefly review the
observed experimental results that have motivated the
development of a hybrid recommender system based
on the hyperlink connectivity.

Data Sets and Site Characteristics

We used the server logs from three different
Web sites, each with its own structural and domain
characteristics. The server logs used for the cur-
rent experiments include the Association for Consumer
Research (ACR) Newsletter (www.acr-news.org), the
School of Computer Science, Telecommunication, and
Information Systems (CTI) at DePaul University
(www.cs.depaul.edu), and Network Chicago (NC)
which combines the programs and activities associ-
ated with the Chicago Public Television and Radio
(www.networkchicago.com). We performed 10-fold
cross-validation using each of the three data sets. In
each of the 10 iterations, the data set was divided into
training (90%) and evaluation (10%) data sets. The
training set was used to generate the models based
on AR, SP, and CSP, and the evaluation set is used to
test the generated models using the evaluation method
described earlier.

The visitors to the ACR Web site tend to have
a focused set of interests in specialized topics related
to consumer psychology and marketing. The site is
highly connected, but relatively shallow (maximum
depth of 4) with all pages at levels 1 and 2 linked to all
other pages at those levels. Furthermore, all pages in
the site include navigation links to the top level pages
as well as back links to pages in the parent level. The
site is fairly small with close to 100 unique pageviews.
The usage characteristics of the site reflect relatively
short user sessions.

The CTI site, on the other hand, has a much
broader audience. The visitors to this site include
a variety of external users interested in a number of
academic and research programs, as well as thousands
of students, faculty, and staff, utilizing resources and
applications available in the intranet portion of the
site. The site is highly dynamic with many dynami-
cally generated pages at deeper levels in the site. The
site usage is characterized by fairly long navigational
trails often reaching up to 10 or more levels deep.

The NC site also has a broad audience and is
characterized by long navigational paths. Certain por-
tions of this site (representing individual programs) are
highly connected, but relatively deep navigational se-
quences are required to arrive at these connected com-
ponents.

Figures 4 and 5 depict the underlying hyperlink
structure for the ACR and the NC sites.

Observations and Discussion

Our results, reported in [12], suggest that in sites
with a highly connected site structure, generally, AR
and SP models, which capture less constrained naviga-
tional patterns, are better choices for personalization.



Figure 4. The Hyperlink Graph for the ACR site

Figure 5. The Hyperlink Graph for the NC site

the precision and coverage results for the ACR data
set support this observation. On the other hand, In a
sites (or portions of a site), involving deeper substruc-
tures and longer paths (particularly sites with dynam-
ically generated pages where the a pageview often de-
pends on the results of previous actions by users), CSP
models generally provide more accurate predictions of
user interests. For example, the sequential models per-
formed better in overall precision in the NC and CTI
sites while the AR model did not provide a signifi-
cant advantage in terms of coverage. In the NC site,
where the degree of connectivity falls in the midpoint
of the range relative to the ACR and CTI sites, the SP
model seems to provide the best overall performance.
Another experiment [12] on a highly connected sub-
graph of the NC site (the circled parts of Figure 5 ver-
ified that in that case the AR recommendation model
achieved both high precision and coverage, very simi-

lar to that of ACR site.
These results lead to the hypothesis that the per-

formance difference among these models is related, in
part, to the structural characteristics of the site and
the hyperlink connectivity in particular. Specifically,
in highly connected sites (or a in a highly connected
subgraph within the site), it is likely that a narrow fo-
cus on contiguous sequences (i.e., navigational paths)
may not provide an advantage for personalization. On
the contrary these more constrained models may lead
to unacceptably low coverage without providing an ad-
vantage in terms of precision.

The above observations motivate us to develop a
hybrid recommender system which can automatically
switch among recommendation models based on the
”localized” hyperlink connectivity of the site and the
location of the user. We present such a framework in
the next Section.

4. The Hybrid Recommendation
Framework Based in Site Connec-
tivity

In this section, we present an algorithm for a hybrid
Web personalization system, which optimizes its rec-
ommendations by automatically switching recommen-
dation models based on the characteristics of Web site.

4.1 A Localized Connectivity Measure

The proposed hybrid recommendation model uses the
degree of hyperlink connectivity, within the “neighbor-
hood” of a user’s current location, as a switching crite-
rion to select the best recommendation model. More
specifically, the model uses the a localized hyperlink
connectivity measure. To compute this quantity, we
start by representing the Web pages as a collection of
interconnected documents and use a directed graph to
model the Web site. Let G = (V, E) be a directed hy-
perlink graph, where V is a set of nodes and E is a set
of edges. In G, a pageview is represented as a node,
and a hyperlink is represented as an edge. Each edge
(u, v) is an ordered pair of nodes, where u and v repre-
sent a directed hyperlink connection from a pageview
u to another pageview v, with u, v ∈ V and u �= v.

To measure the local connectivity of an individual
pageview, we first generate an induced subgraph from
the site graph G = (V, E). Any given node u induces
a subgraph G′(u) = (V ′, E′) that contains the node u
itself and its child nodes. This represents a local hyper-
link structure of a pageview u and its neighborhood.
In other words, we first specify a set of nodes V ′ =
{u∪V ′′}, where V ′′={v|∃(u, v) ∈ E and v ∈ V }. Next,
we select all of the edges E′ = {(u, v) ∈ E|u, v ∈ V ′}
from the original graph that connect two nodes in V ′.
Given an induced subgraph G′(u) = (V ′, E′), we com-



pute the localized connectivity measure with respect to
u as

LCM(u) =
|E′|

|V ′| ∗ (|V ′| − 1)
,

where |E′| and |V ′| are the number of hyperlinks and
pageviews in the induced subgraph G′(u), respectively.
The denominator of the equation represents the max-
imum possible directed links in G′(u), which increases
in proportion to the square of the number of nodes.

In the above definition, the LCM measure was
computed using only one level of connectivity (rep-
resenting the local connectivity among children of a
pageview u). We can also compute the LCM at deeper
levels. For example, at level 2, the LCM measures the
localized connectivity in a neighborhood of a pagview
u containing u as well as its children and grandchil-
dren. In our experiments, going deepr than one level
in computing the LCM did not seem to provide sigi-
ficant advantages. However, this is an areas that, we
believe, requires further study.

4.2 Hybrid Recommendation Engine

We use the localized connectivity measure as a switch-
ing criterion to develop a hybrid recommendation en-
gine, which automatically select one of three recom-
mendation models based on Association Rules, Se-
quential Patterns and Contiguous Sequential Pattern.

To accomplish this, we employ logistic regression
analysis to predict the best recommendation model.
First, using the training set we apply the three rec-
ommendation models (i.e., AR, SP, CSP) and com-
pute the average precision and coverage of each model.
Next, we assign binary digits to each model: 1 for the
best model with the highest precision and coverage and
0 for the other two. We also compute the LCM of each
pageview in the active session. For each recommenda-
tion model, we use logistic regression to generate a
model that predicts the probability of being selected
as the best recommendation model as a function of the
LCM.

Figures 6 and 7 show the logistic regression func-
tions for each of recommendation models in the CTI
and the NC sites. The AR model has the highest prob-
ability of being the best model at the high hyperlink
connectivity values. The CSP model, on the other
hand, has the highest probability of being a best model
at the lowest connectivity values. The probability of
selection for the SP model is relatively flat across the
entire range of the hyperlink connectivity values.

The hybrid recommendation engine consists of
two parts. The recommendation engine first finds the
best recommendation model based on the results of
logistic regression analysis and then uses the selected
model to generates a recommendation set for current
user. Note that the computation of the LCM values for

Figure 6. The Logistic Regression Functions for the CTI

Site

Figure 7. The Logistic Regression Functions for the NC

site

all pageviews, as well as the logistic regression analy-
sis are performed offline, and not during the real-time
recommendation process.

More specifically, the recommendation engine
takes an active user session as an input to the rec-
ommendation model with highest probability of se-
lection according to the local connectivity measure of
the last page in the active session. For example, if
the active user session is 〈A, B, C〉, the hybrid recom-
mendation engine calculates the probability of success
for each recommendation model using the connectiv-
ity of pageview C. Then it finds all recommendation
candidates by matching discovered frequent patterns
against an active user session using the selected rec-
ommendation model. A candidate item satisfying the
minimum confidence threshold is added to the recom-
mendation set for the user.



4.3 Performance Evaluation of the Hy-
brid Model

The primary goal of this section is to evaluate the rel-
ative performance of a hybrid recommendation sys-
tem to recommendation models based on Association
Rules (AR), Sequential Patterns (SP), and Contigu-
ous Sequential Patterns (CSP). In order to accurately
compare the effectiveness of personalization, we used
precision and coverage as performance measures. For
the performance evaluation of the hybrid model, we
use datasets used in the previous experiments, namely
the Association for Consumer Research (ACR), the
School of CTI at DePaul University (CTI), and Net-
work Chicago (NC). A summary of the server logs for
each dataset is shown in Table 3, including the aver-
age length of transactions. The usage characteristics of
the ACR site reflect relatively short user transactions,
while the CTI site usage is characterized by fairly long
navigational trails often reaching up to 10 or more lev-
els deep. The usage characteristics of the NC site is a
mixture of short and long user transactions.

Dataset Transactions Pageviews Avg. Length

ACR 7,832 40 2.945
CTI 3,283 299 8.006
NC 44,582 372 3.270

Table 3. Summary of Usage Data for ACR, CTI and NC

datasets

Figure 8 shows the precision and coverage of
AR, SP, CSP and the hybrid recommendation mod-
els on the NC dataset. We find that the hybrid model
achieves higher precision than both SP and AR mod-
els across different recommendation thresholds and
becomes comparable to the highest precision of the
CSP model, particularly at the high recommendation
thresholds. The hybrid model also achieves higher cov-
erage than the models based on the sequential pattern
mining (i.e., SP and CSP) and in par with the highest
coverage levels of the non-sequential pattern mining
technique (i.e., AR) at high recommendation thresh-
olds. Although there exists a trade off between preci-
sion and coverage, the analysis demonstrates that the
hybrid recommendation model seems to optimize both
precision and coverage.

Figure 9 shows the performance evaluation of rec-
ommendation models on the CTI dataset. These re-
sults show that both the hybrid and SP models achieve
relatively high precision and coverage, particularly at
high recommendation thresholds. The CSP model
achieves the highest precision, but the model suffers
from the unacceptably low coverage. The AR model,
on the other hand, has good coverage but it has the
lowest precision. It is also interesting to note that the
performance of the hybrid model is very similar to that

Figure 8. Performance of Hybrid Recommender Sys-

tem Compared to Association Rule and Sequential Pattern

Models on the NC data set.)

of the SP model. This is because the hybrid model se-
lected the SP model as an optimal recommendation
model for more than 75% of user sessions in the eval-
uation sets.

The performance evaluation on the ACR site (not
shown) indicated that the hybrid model has a similar
performance to the association rule model for that site
in terms of coverage and precision. Indeed, the hybrid
framework selected the AR model in more than 80%
of sessions in the ACR site, and provided a slight im-
provement in precision over the AR model.

Note that, in contrast to the results presented ear-
lier, we have used the kth-order method for all analyses
presented in this section. In the previous section, we
applied the all-kth-order method to evaluate the per-



Figure 9. Performance of Hybrid Recommender Sys-

tem Compared to Association Rule and Sequential Pattern

Models on the CTI data set

formance differences between recommendation models.
Although the CSP results with all-kth-order improved
the coverage by 0.17, the precision has decreased by
0.2. On the other hand, the hybrid model with kth-
order improved the coverage by 0.25 without signifi-
cantly degrading precision.

5. Conclusions

Generally speaking, sequential recommendation mod-
els (such as those based on sequential navigational pat-
terns) produce fairly accurate recommendations, but
such models do not generate enough recommendations
and often result in unacceptably low coverage. In
contrast, recommendation models based on less con-

strained patterns such as clustering and association
rules can capture broader range of recommendations,
but they often lack in accuracy when compared to se-
quential models. Our previous studies have shown that
the performance of each recommendation model de-
pends, in part, on the structural characteristics of the
Web site and the degree of hyperlink connectivity, in
particular.

In this paper, we have presented a framework
for a hybrid Web personalization framework that can
intelligently switch among different recommendation
models, based on a localized connectivity measure.
Our studies shows that the hybrid system selects less
constrained models such as frequent itemsets when the
user is navigating portions of the site with a higher
degree of connectivity, and it selects sequential recom-
mendation models for deeper navigational paths and
lower degrees of connectivity. Overall, the results pre-
sented here show that the hybrid model can be used to
develop a more effective and intelligent personalization
framework when compared with any of the individual
sequential or non-sequential models. In particular, our
hybrid recommender system can generate not only ac-
curate but also a wider range of recommendations.
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