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A Label Field Fusion Bayesian Model and Its
Penalized Maximum Rand Estimator

for Image Segmentation
Max Mignotte

Abstract—This paper presents a novel segmentation approach
based on a Markov random field (MRF) fusion model which aims
at combining several segmentation results associated with simpler
clustering models in order to achieve a more reliable and accurate
segmentation result. The proposed fusion model is derived from
the recently introduced probabilistic Rand measure for comparing
one segmentation result to one or more manual segmentations of
the same image. This non-parametric measure allows us to easily
derive an appealing fusion model of label fields, easily expressed as
a Gibbs distribution, or as a nonstationary MRF model defined on
a complete graph. Concretely, this Gibbs energy model encodes the
set of binary constraints, in terms of pairs of pixel labels, provided
by each segmentation results to be fused. Combined with a prior
distribution, this energy-based Gibbs model also allows for defini-
tion of an interesting penalized maximum probabilistic rand esti-
mator with which the fusion of simple, quickly estimated, segmen-
tation results appears as an interesting alternative to complex seg-
mentation models existing in the literature. This fusion framework
has been successfully applied on the Berkeley image database. The
experiments reported in this paper demonstrate that the proposed
method is efficient in terms of visual evaluation and quantitative
performance measures and performs well compared to the best ex-
isting state-of-the-art segmentation methods recently proposed in
the literature.

Index Terms—Bayesian model, Berkeley image database, color
textured image segmentation, energy-based model, label field fu-
sion, Markovian (MRF) model, probabilistic Rand index.

I. INTRODUCTION

I
MAGE segmentation is a frequent preprocessing step which
consists of achieving a compact region-based description of

the image scene by decomposing it into spatially coherent re-
gions with similar attributes. This low-level vision task is often
the preliminary and also crucial step for many image under-
standing algorithms and computer vision applications.

A number of methods have been proposed and studied in the
last decades to solve the difficult problem of textured image
segmentation. Among them, we can cite clustering algorithms
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[1], spatial-based segmentation methods which exploit the con-
nectivity information between neighboring pixels and have led
to Markov Random Field (MRF)-based statistical models [2],
mean-shift-based techniques [3], [4], graph-based [5], [6], vari-
ational methods [7], [8], or by region-based split and merge pro-
cedures, sometimes directly expressed by a global energy func-
tion to be optimized [9].

Years of research in segmentation have demonstrated that
significant improvements on the final segmentation results may
be achieved either by using notably more sophisticated feature
selection procedures, or more elaborate clustering techniques
(sometimes involving a mixture of different or non-Gaussian
distributions for the multidimensional texture features [10],
[11]) or by taking into account prior distribution on the labels,
region process, or the number of classes [9], [12], [13]. In all
cases, these improvements lead to computationally expensive
segmentation algorithms and, in the case of energy-based
segmentation models, to costly optimization techniques.

The segmentation approach, proposed in this paper, is con-
ceptually different and explores another strategy initially intro-
duced in [14]. Instead of considering an elaborate and better de-

signed segmentation model of textured natural image, our tech-
nique explores the possible alternative of fusing (i.e., efficiently
combining) several quickly estimated segmentation maps asso-
ciated with simpler segmentation models for a final reliable and
accurate segmentation result. These initial segmentations to be
fused can be given either by different algorithms or by the same
algorithm with different values of the internal parameters such
as several -means clustering results with different values of

, or by several -means results using different distance met-
rics, and applied on an input image possibly expressed in dif-
ferent color spaces or by other means.

The fusion model, presented in this paper, is derived from
the recently introduced probabilistic rand index (PRI) [15],
[16] which measures the agreement of one segmentation result
to multiple (manually generated) ground-truth segmentations.
This measure efficiently takes into account the inherent varia-
tion existing across hand-labeled possible segmentations. We
will show that this non-parametric measure allows us to derive
an appealing fusion model of label fields, easily expressed as a
Gibbs distribution, or as a nonstationary MRF model defined
on a complete graph. Finally, this fusion model emerges as a
classical optimization problem in which the Gibbs energy func-
tion related to this model has to be minimized. In other words,
or analytically expressed in the regularization framework, each
quickly estimated segmentation (to be fused) provides a set of
constraints in terms of pairs of pixel labels (i.e., binary cliques)
that should be equal or not. Finally, our fusion result is found

1057-7149/$26.00 © 2010 IEEE

Authorized licensed use limited to: ECOLE POLYTECHNIQUE DE MONTREAL. Downloaded on May 13,2010 at 17:49:44 UTC from IEEE Xplore.  Restrictions apply. 



MIGNOTTE: LABEL FIELD FUSION BAYESIAN MODEL AND ITS PENALIZED MAXIMUM RAND ESTIMATOR FOR IMAGE SEGMENTATION 1611

by searching for a segmentation map that minimizes an energy
function encoding this precomputed set of binary constraints
(thus optimizing the so-called PRI criterion). In our application,
this final optimization task is performed by a robust multires-
olution coarse-to-fine minimization strategy. This fusion of
simple, quickly estimated segmentation results appears as an
interesting alternative to complex, computationally demanding
segmentation models existing in the literature. This new
strategy of segmentation is validated in the Berkeley natural
image database (also containing, for quantitative evaluations,
ground truth segmentations obtained from human subjects).

Conceptually, our fusion strategy is in the framework of the
so-called decision fusion approaches recently proposed in clus-
tering or imagery [17]–[21]. With these methods, a series of
energy functions are first minimized before their outputs (i.e.,
their decisions) are merged. Following this strategy, Fred et al.

[17] have explored the idea of evidence accumulation for com-
bining the results of multiple clusterings. Reed et al. have pro-
posed a Gibbs energy-based fusion model that differs from ours
in the likelihood and prior energy design, as final merging proce-
dure (for the fusion of large scale classified sonar image [21]).
More precisely, Reed et al. employed a voting scheme-based
likelihood regularized by an isotropic Markov random field pri-
orly used to inpaint regions where the likelihood decision is not
available.

More generally, the concept of combining classifiers for
the improvement of the performance of individual classifiers
is known, in machine learning field, as a committee machine
or mixture of experts [22], [23]. In this context, Dietterich
[23] have provided an accessible and informal reasoning, from
statistical, computational and representational viewpoints, of
why ensembles can improve results. In this recent field of
research, two major categories of committee machines are
generally found in the literature. Our fusion decision approach
is in the category of the committee machine model that uti-
lizes an ensemble of classifiers with a static structure type.
In this class of committee machines, the responses of several
classifiers are combined by means of a mechanism that does
not involve the input data (contrary to the dynamic structure
type-based mixture of experts). In order to create an efficient
ensemble of classifiers, three major categories of methods have
been suggested whose goal is to promote diversity in order to
increase efficiency of the final classification result. This can be
done either by using different subsets of the input data, either
by using a great diversity of the behavior between classifiers on
the input data or finally by using the diversity of the behavior
of the input data. Conceptually, our ensemble of classifiers is
in this third category, since we intend to express the input data
in different color spaces, thus encouraging diversity and dif-
ferent properties such as data decorrelation, decoupling effects,
perceptually uniform metrics, compaction and invariance to
various features, etc. In this framework, the combination itself
can be performed according to several strategies or criteria
(e.g., weighted majority vote, probability rules: sum, product,
mean, median, classifier as combiner, etc.) but, none (to our
knowledge) uses the PRI fusion (PRIF) criterion.

Our segmentation strategy, based on the fusion of quickly esti-

mated segmentation maps, is similar to the one proposed in [14]
but the criterion which is now used in this new fusion model is
different. In [14], the fusion strategy can be viewed as a two-step

hierarchical segmentation procedure in which the first step re-
mains identical and a set of initial input texton segmentation
maps (in each color space) is estimated. Second, a final clus-
tering, taking into account this mixture of textons (expressed
in the set of different color space) is then used as a discrim-
inant feature descriptor for a final -mean clustering whose
output is the final fused segmentation map. Contrary to the fu-
sion model presented in this paper, this second step (fusion of
texton segmentation maps) is thus achieved in the intra-class in-
ertia sense which is also the so-called squared-error criterion of
the -mean algorithm.

Let us add that a conceptually different label field fusion
model has been also recently introduced in [24] with the goal
of blending a spatial segmentation (region map) and a quickly
estimated and to-be-refined application field (e.g., motion esti-
mation/segmentation field, occlusion map, etc.). The goal of the
fusion procedure explained in [24] is to locally fuse label fields
involving labels of two different natures at different level of ab-
straction (i.e., pixel-wise and region-wise). More precisely, its
goal is to iteratively modify the application field to make its re-
gions fit the color regions of the spatial segmentation with the
assumption that the color segmentation is more detailed than the
regions of the application field. In this way, misclassified pixels
in the application field (false positives and false negatives) are
filtered out and blobby shapes are sharpened, resulting in a more
accurate final application label field.

The remainder of this paper is organized as follows. Section II
describes the proposed Bayesian fusion model. Section III de-
scribes the optimization strategy used to minimize the Gibbs en-
ergy field related to this model and Section IV describes the seg-
mentation model whose outputs will be fused by our model. Fi-
nally, Section V presents a set of experimental results and com-
parisons with existing segmentation techniques.

II. PROPOSED FUSION MODEL

A. Rand Index

The Rand index [25] is a clustering quality metric that

measures the agreement of the clustering result with a given

ground truth. This non-parametric statistical measure was

recently used in image segmentation [16] as a quantitative

and perceptually interesting measure to compare automatic

segmentation of an image to a ground truth segmentation (e.g.,

a manually hand-segmented image given by an expert) and/or

to objectively evaluate the efficiency of several unsupervised

segmentation methods.

Let be the number of pixels assigned to the same region

(i.e., matched pairs) in both the segmentation to be evaluated

and the ground truth segmentation , and be the

number of pairs of pixels assigned to different regions (i.e., mis-

matched pairs) in and . The Rand index is defined as

the ratio of to the total number of pixel pairs, i.e.,

for an image of size pixels. More formally [16],

if and designate the set of region labels respec-

tively associated to the segmentation maps and at pixel

location and where is an indicator function, the Rand index
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is given by the following relation:

(1)

which simply computes the proportion (value ranging from 0 to

1) of pairs of pixels with compatible region label relationships

between the two segmentations to be compared. A value of 1

indicates that the two segmentations are identical and a value

of 0 indicates that the two segmentations do not agree on any

pair of points (e.g., when all the pixels are gathered in a single

region in one segmentation whereas the other segmentation as-

signs each pixel to an individual region). When the number of

labels in and are much smaller than the number of data

points , a computationally inexpensive estimator of the Rand

index can be found in [16].

B. Probabilistic Rand Index (PRI)

The PRI was recently introduced by Unnikrishnan [16] to take

intoaccounttheinherentvariabilityofpossibleinterpretationsbe-

tween human observers of an image, i.e., the multiple acceptable

ground truth segmentations associated with each natural image.

This variability between observers, recently highlighted by the

Berkeley segmentation dataset [26] is due to the fact that each

human chooses to segment an image at different levels of detail.

This variability is also due image segmentation being an ill-posed

problem, which exhibits multiple solutions for the different pos-

sible values of the number of classes not known a priori.

Hence, in the absence of a unique ground-truth segmentation,

the clustering quality measure has to quantify the agreement of

an automatic segmentation (i.e., given by an algorithm) with the

variation in a set of available manual segmentations representing,

in fact, a very small sample of the set of all possible perceptually

consistent interpretations of an image [15]. The authors [16] ad-

dress this concern by soft nonuniform weighting of pixel pairs

as a means of accounting for this variability in the ground truth

set. More formally, let us consider a set of manually segmented

(ground truth) images corresponding to an

image of size . Let be the segmentation to be compared

with the manually labeled set and designates the set of re-

gion labels associated with the segmentation maps at pixel

location , the probabilistic RI is defined by

(2)

where a good choice for the estimator of (the probability of

the pixel and having the same label across ) is simply

given by the empirical proportion

(3)

where is the delta Kronecker function. In this way, the PRI mea-

sure issimply themeanof theRandindexcomputedbetweeneach

pair [16]. As a consequence, the PRI

measure will favor (i.e., give a high score to) a resulting accept-

able segmentation map which is consistent with most of the seg-

mentation results given by human experts. More precisely, the re-

sultingsegmentationcouldresult inacompromiseoraconsensus,

in terms of level of details and contour accuracy exhibited by each

ground-truth segmentations. Fig. 8 gives a fusion map example,

usingasetofmanuallygeneratedsegmentationsexhibitingahigh

variation, in terms of level of details. Let us add that this proba-

bilistic metric is not degenerate; all the bad segmentations will

give a low score without exception [16].

C. Generative Gibbs Distribution Model of Correct

Segmentations

As indicated in [15], the set (i.e., the pairwise empirical

probabilities for each pixel pair computed over ) defines

an appealing generative model of correct segmentation

for the image, easily expressed as a Gibbs distribution.

In this way, the Gibbs distribution, generative model of correct

segmentation, which can also be considered as a likelihood of

, in the PRI sense, may be expressed as

where is the set of second order cliques or binary cliques

of a Markov random field (MRF) model defined on a complete

graph (each node or pixel is connected to all other pixels of

the image) and is the temperature factor of

this Boltzmann–Gibbs distribution which is twice less than the

normalization factor of the Rand Index in (1) or (2) since there

are twice more binary cliques than pairs of pixels for which

. is the constant partition function. After simplification,

this yields

(4)
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where is a constant partition function (with

a factor which depends only on the data), namely

where is the set of all possible (configurations for the) seg-

mentations into regions of size pixels. Let us add

that, since the number of classes (and thus the number of re-

gions) of this final segmentation is not a priori known, there are

possibly, between one and as much as regions that the number

of pixels in this image (assigning each pixel to an individual

region is a possible configuration). In this setting, can

be viewed as the potential of spatially variant binary cliques (or

pairwise interaction potentials) of an equivalent nonstationary

MRF generative model of correct segmentations in the case

where is assumed to be a set of representative ground

truth segmentations. Besides, , the segmentation result (to be

compared to ), can be considered as a realization of this

generative model with PRand, a statistical measure proportional

to its negative likelihood energy. In other words, an estimate of

, in the maximum likelihood sense of this generative model,

will give a resulting segmented map (i.e., a fusion result) with a

high fidelity to the set of segmentations to be fused.

D. Label Field Fusion Model for Image Segmentation

Let us consider that we have at our disposal, a set of seg-

mentations associated to an image of size

to be fused (i.e., to efficiently combine) in order to obtain a final

reliable and accurate segmentation result. The generative Gibbs

distribution model of correct segmentations expressed in (4)

gives us an interesting fusion model of segmentation maps, in

the maximum PRI sense, or equivalently in the maximum like-

lihood (ML) sense for the underlying Gibbs model expressed in

(4).

In this framework, the set of is computed with

the empirical proportion estimator [see (3)] on the data

. Once has been estimated, the resulting

ML fusion segmentation map is thus defined by maxi-

mizing the likelihood distribution

(5)

where is the likelihood energy term of our generative fusion

model which has to be minimized in order to find .

Concretely, encodes the set of constraints, in terms of

pairs of pixel labels (identical or not), provided by each of the

segmentations to be fused. The minimization of finds the

resulting segmentation which also optimizes the PRI criterion.

E. Bayesian Fusion Model for Image Segmentation

As previously described in Section II-B, the image segmen-

tation problem is an ill-posed problem exhibiting multiple solu-

tions for different possible values of the number of classes which

is not a priori known. To render this problem well-posed with a

unique solution, some constraints on the segmentation process

are necessary, favoring over segmentation or, on the contrary,

merging regions. From the probabilistic viewpoint, these regu-

larization constraints can be expressed by a prior distribution of

the unknown segmentation treated as a realization of

a random field, for example, within a MRF framework [2], [27]

or analytically, encoded via a local or global [13], [28] prior en-

ergy term added to the likelihood term.

In this framework, we consider an energy function that sets

a particular global constraint on the fusion process. This term

restricts the number of regions (and indirectly, also penalizes

small regions) in the resulting segmentation map. So we con-

sider the energy function

(6)

where designates the number of regions (set of con-

nected pixels belonging to the same class) in the segmented

image , is the Heaviside (or unit step) function, and an

internal parameter of our fusion model which physically repre-

sents the number of classes above which this prior constraint,

limiting the number of regions, is taken into account. From

the probabilistic viewpoint, this regularization constraint cor-

responds to a simple shifted (from ) exponential distribution

decreasing with the number of regions displayed by the final

segmentation.

In this framework, a regularized solution corresponds to the

maximum a posteriori (MAP) solution of our fusion model, i.e.,

the solution that maximizes the posterior distribution

, and thus

(7)

with is the regularization parameter controlling the contribu-

tion of the two terms; expressing fidelity to the set of seg-

mentations to be fused and encoding our prior knowledge or

beliefs concerning the types of acceptable final segmentations

as estimates (segmentation with a number of limited regions).

In this way, the resulting criteria used in this resulting fusion

model can be viewed as a penalized maximum rand estimator.

III. COARSE-TO-FINE OPTIMIZATION STRATEGY

A. Multiresolution Minimization Strategy

Our fusion procedure of several label fields emerges as an

optimization problem of a complex non-convex cost function

with several local extrema over the label parameter space. In

order to find a particular configuration of , that efficiently

minimizes this complex energy function, we can use a global

optimization procedure such as a simulated annealing algorithm

[27] whose advantages are twofold. First, it has the capability

of avoiding local minima, and second, it does not require a good

initial guess in order to estimate the solution.
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Fig. 1. Duplication and “coarse-to-fine” minimization strategy.

An alternative approach to this stochastic and computation-

ally expensive procedure is the iterative conditional modes

(ICM) introduced by Besag [2]. This method is deterministic

and simple, but has the disadvantage of requiring a proper

initialization of the segmentation map close to the optimal

solution. Otherwise it will converge towards a bad local minima

associated with our complex energy function . In order

to solve this problem, we could take, as initialization (first

iteration), the segmentation map such as

(8)

i.e., in choosing for the first iteration of the ICM procedure

amongst the segmentation to be fused, the one closest to the

optimal solution of the Gibbs energy function of our fusion

model [see (5)].

A more robust optimization method consists of a multires-

olution approach combined with the classical ICM optimiza-

tion procedure. In this strategy, rather than considering the min-

imization problem on the full and original configuration space,

the original inverse problem is decomposed in a sequence of ap-

proximated optimization problems of reduced complexity. This

drastically reduces computational effort and provides an accel-

erated convergence toward improved estimate. Experimentally,

estimation results are nearly comparable to those obtained by

stochastic optimization procedures as noticed, for example, in

[10] and [29].

To this end, a multiresolution pyramid of segmentation maps

for each is preliminarily derived, in order to

estimate a set of at different resolution levels, and a set

of similar spatial models is considered for each resolution level

of the pyramidal data structure. At the upper level of the pyra-

midal structure (lower resolution level), the ICM optimization

procedure is initialized with the segmentation map given by the

procedure defined in (8). It may also be initialized by a random

solution and, starting from this initial segmentation, it iterates

until convergence. After convergence, the result obtained at this

resolution level is interpolated (see Fig. 1) and then used as ini-

tialization for the next finer level and so on, until the full reso-

lution level.

B. Optimization of the Full Energy Function

Experiments have shown that the full energy function of our

model, (with the region based-global regularization constraint)

is complex for some images. Consequently it is preferable to

Fig. 2. From top to bottom and left to right; A natural image from the Berkeley
database (no. 134052) and the formation of its region process (algorithm
���� ) at the �� � �� upper level of the pyramidal
structure at iteration [0–6], 8 (the last iteration) of the ICM optimization
algorithm. Duplication and result of the ICM relaxation scheme at the finest
level of the pyramid at iteration 0, 1, 18 (last iteration) and segmentation result
(region level) after the merging of regions and the taking into account of the
prior. Bottom: evolution of the Gibbs energy for the different steps of the
multiresolution scheme.

perform the minimization in two steps. In a first step, the mini-

mization is performed without considering the global constraint

(considering only ), with the previously mentioned multires-

olution minimization strategy and the ICM optimization proce-

dure until its convergence at full resolution level. At this finest

resolution level, the minimization is then refined in a second

step by identifying each region of the resulting segmentation

map. This creates a region adjacency graph (a RAG is an undi-

rected graph where the nodes represent connected regions of

the image domain) and performs a region merging procedure by

simply applying the ICM relaxation scheme on each region (i.e.,

by merging the couple of adjacent regions leading to a reduc-

tion of the cost function of the full model [see (7)] until conver-

gence). In the second step, minimization can also be performed

according to the full model .
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Fig. 3. Comparison of two segmentation results of our multiresolution fusion
procedure (algorithm ���� ) using respectively: left] a
subsampled and fixed number of connections (85) regularly spaced and located
within a square search window of size� � 30 pixels. right] a fully connected
graph computed on a search window two times larger (and requiring a compu-
tational load increased by 100).

Fig. 4. Segmentation (image no. 385028 from Berkeley database). From
top to bottom and left to right; segmentation map respectively obtained by
1] our multiresolution optimization procedure: � � �������� (algo-
rithm ���� ), 2] �� : � � ��	
��	, 3]
�� : � � ����	��, 4] �� : � � ������	, 5]
�� : � � ���
	��	.

C. Algorithm

In order to decrease the computational load of our multireso-

lution fusion procedure, we only use two levels of resolution in

our pyramidal structure (see Fig. 2): the full resolution and an

image eight times smaller (i.e., at the third upper level of clas-

sical data pyramidal structure). We do not consider a complete

graph: we consider that each node (or pixel) is connected

with its four nearest neighbors and a fixed number of connec-

tions (85 in our application), regularly spaced between all other

pixels located within a square search window of fixed size

30 pixels centered around . Fig. 3 shows comparison of seg-

mentation results with a fully connected graph computed on a

search window two times larger.

We decided to initialize the lower (or third upper) level of

the pyramid with a sequence of 20 different random segmenta-

tions with classes. The full resolution level is then initial-

ized with the duplication (see Fig. 1) of the best segmentation

result (i.e., the one associated to the lowest Gibbs energy )

obtained after convergence of the ICM at this lower resolution

level (see Fig. 2). We provide details of our optimization strategy

in Algorithm 1.

Algo I. Multiresolution minimization procedure (see

also Fig. 2).

Two-Step Multiresolution Minimization

Set of segmentations to be fused

Pairwise probabilities for each pixel pair

computed over at resolution level

1. Initialization Step

• Build multiresolution Pyramids from

• Compute the pairwise probabilities from

at resolution level 3

• Compute the pairwise probabilities from

at full resolution

PIXEL LEVEL

Initialization: Random initialization of the upper level of

the pyramidal structure with classes

• ICM optimization on

• Duplication (cf. Fig 1) to the full resolution

• ICM optimization on

REGION LEVEL

for each region at the finest level do

• ICM optimization on

D. Comparison With a Monoresolution Stochastic Relaxation

In order to test the efficiency of our two-step multiresolution

relaxation (MR) strategy, we have compared it to a standard

monoresolution stochastic relaxation algorithm, i.e., a so-called

simulated annealing (SA) algorithm based on the Gibbs sam-

pler [27]. In order to restrict the number of iterations to be finite,

we have implemented a geometric temperature cooling schedule

[30] of the form , where is the

starting temperature, is the final temperature, and is

the maximal number of iterations. In this stochastic procedure,

the choice of the initial temperature is crucial. The tempera-

ture must be sufficiently high in the first stages of simulated
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TABLE I
GIBBS ENERGY VALUES OBTAINED BY OUR MULTIRESOLUTION RELAXATION (MR) METHOD AND BY

THE SIMULATED ANNEALING (SA) PROCEDURE ALONG WITH � � ����� ��������������

Fig. 5. Examples of fusion results (algorithm ���� ). Three first rows; K-mean clustering results for the segmentation model described
in Section IV (expressed in the RGB, HSV, YIQ, XYZ, LAB, and LUV color spaces) into � � �	, � � 
 and � � 	 classes (with � � �) for
respectively the first, second and third row. Input natural image from the Berkeley image database and final segmentation map resulting of the fusion by the
���� .

annealing in order to widely explore the solution space. Exper-

imentally, we have noticed that a reliable initial temperature is

given by . This ensures a good exploration in all tested

cases, i.e., that at least 50% of sites change their class during

the first iteration. We have also noticed that a good final temper-

ature, ensuring that less than 0.05% of sites change their class

between two complete image sweeps, is .

Table I summarizes (for the three last images of the Berkeley

database plus the image presented in Fig. 2) the Gibbs energy

values obtained by our multiresolution minimization method

and by the simulated annealing procedure along with different

values of . Fig. 4 compares

some segmentation results obtained by these two optimization

methods. We can observe that the proposed multiresolution

approach gives results, in terms of Gibbs energy values and

segmentation results, close to a simulated annealing with

1000–5000 (and often more) iterations, i.e., cor-

responding to a gain of almost two orders of magnitude in

terms of iterations or computational cost comparatively to our

multiresolution approach (requiring less than 50 iterations: see

Fig. 2).

IV. SEGMENTATIONS TO BE FUSED

The initial segmentation maps which will be fused by our

fusion framework are simply given, in our application, by a

-means [31] clustering technique, applied on an input image

expressed by different color spaces and different number of

classes. As simple cues (i.e., as input multidimensional feature

descriptor), we used the set of values of the re-quantized color

histogram, with equidistant binning, estimated around the pixel

to be classified. In our application, this local histogram is

equally requantized, for each of the three color channels, in a

bin descriptor, computed on an overlapping squared

fixed-size neighborhood centered around the pixel

to be classified (see Algorithm 2 and [14] for more details).
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Algo II. Bin descriptor estimation for each pixel.

Estimation of the bin descriptor for each pixel

Set of pixel locations within the

neighborhood region centered at

Bin descriptor: array of floats

Integer part of.

for each pixel with color value , , do

•

•

In this simpler model, a texton (i.e., the repetitive character

or element of a textured image, also called a texture primitive)

is herein characterized by a mixture of colors, or more pre-

cisely, by the values of the requantized local color histogram.

This model is simple to compute, allows significant data reduc-

tion while being robust to noise and local image transformations

and has already demonstrated efficiency for tracking applica-

tions [32].

Finally, these ( -bin) descriptors are grouped into different

clusters, corresponding to each class of the image, by the clas-

sical -means algorithm [31] with the norm (also called

Manhattan distance). A final merging step is added to each seg-

mentation map that simply consists of fusing each small region

(i.e., regions whose size is below 200 pixels) with the region

sharing its longest boundary.

The execution time of each segmentation map provided by

this simple segmentation model remains fast and, depending on

and , requires between 0.25 and 2 s for a non-optimized C++

code.

This simple segmentation strategy of the input image into

classes is repeated for different color spaces (which can be

viewed as different image channels provided by various sensors

or captors), and for different values of (the number of classes)

and finally for different values of (i.e., different values of the

number of bins of the requantized color histogram).

Each color space has an interesting property, which can ef-

ficiently be taken into account in order to render final fusion

procedure more reliable [1], [33].

For example, RGB is an additive color system based on

trichromatic theory and this color system is nonlinear with

visual perception. This color space seems to be the optimal one

for tracking applications [34]. The HSV is interesting in order to

decouple chromatic information from shading effect [32]. Due

to its excellent decorrelation property, discriminating power

and transmission efficiency, the YIQ system is also intended to

take advantage of human color-response characteristics. These

properties explain why this color system is also used by the

NTSC color TV system. XYZ has the advantage of being more

psycho-visually linear although it is nonlinear in terms of linear

component color mixing. The LAB color system approximates

human vision, and its component closely matches human

perception of lightness. The LUV components provide an

Euclidean color space yielding a perceptually uniform spacing

of color approximating a Riemannian space [35] (the euclidean

distance between two points in this space indicates more or less

the perceptual difference between them). The (or Otha

color’s space) is the approximation of the Karhunen Loeve

transform of the RGB space. It creates color channels which

are orthogonal and completely decorrelated. Consequently,

this color system has the property to be optimal in terms of

energy compaction and has shown invariance with respect to

highlights and illumination intensity. The [36] is the

only color space which is only based on channel differences.

It is only invariant with respect to highlights, a useful feature

in image understanding when observing shiny surfaces [33].

Finally, TSL color space is very effective for skin segmentation

and detection [37] when using a Gaussian model (even if

illumination conditions vary).

The different values of the number of classes take into ac-

count the inherent variability of the possible interpretations be-

tween human observers of an image, i.e., the multiple acceptable

levels of details with which a human choose to segment a nat-

ural image. The different values of the number of bins can be

viewed as the output result of different image channels giving

the same information at different resolution levels.

Of course, these initial segmentations to be fused can be pro-

vided by different segmentation models, or different segmenta-

tion results provided by different seeds of the same stochastic

segmentation model, different results of the same deterministic

segmenter with different initializations or different images pro-

vided by different channels or sensors or finally provided by the

output result of a K-mean clustering with several different met-

rics (which is somewhat similar to considering different color

spaces).

V. EXPERIMENTAL RESULTS

A. Set Up

In all the experiments, we have considered our fusion

methods on initial segmentations obtained with the simple

model segmentation presented in Section IV with the following

parameters: the size of the squared window, used to compute

the local histogram for the initial segmentations is set to

.

Experiments have shown that the proposed fusion model is

more efficient if the initial segmentations to be fused are diver-

sified. In order to take this empirical observation into account,

we thus consider the following for a total of 60 segmentations

to be fused.

1) Ten different color spaces, namely RGB, HSV,

YIQ, XYZ, LAB, LUV, , , , TSL [1],

[38], [39].

2) Three different values of the number of classes, respec-

tively , and .

3) Two different values of the number of bins for each local

re-quantized color histogram, namely and

.
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B. Performance Measures and Comparison With

State-of-the-Art Methods

We have replicated the scenario used in the evaluation of

state-of-the-art segmentation methods described in [40]–[42]1

and in [43]. In these experiments, we have to test our segmenta-

tion algorithm on the Berkeley segmentation database [26] con-

sisting of 300 color images of size 481 321 divided into a

training set of 200 images, and a test set of 100 images. For

each color image, a set of benchmark segmentation results, pro-

vided by human observers (between 4 and 7), is available and

will be used to quantify the reliability of the proposed segmen-

tation algorithm. In order to ensure the integrity of the evalu-

ation, the internal parameters of the algorithm ( , , ,

, and ) are tuned on the train image set by doing a local

discrete grid search routine, with a fixed step-size, on the pa-

rameter space and in the feasible ranges of parameter values

(namely [step-size: 2],

[step-size: 1000], [step-size: 5]). Those presented

in Tables II and III are only a few examples. The algorithm is

then bench-marked by using the optimal training parameters on

the independent test set. We have compared our segmentation

algorithm (called for PRIF, , , ,

, and being its five internal parameters) against five unsuper-

vised algorithms which are publicly available. For each of these

algorithms, the internal parameters are set to optimal values (see

[40]) and/or correspond to the internal values suggested by the

authors. These algorithms are namely the mean-shift [3] (with

, ), Ncuts [5] (with a number of segments

, agreeing with the average number of regions found in

the segmentation maps given by the human observers [41]), and

FH [6] (with a smoothing parameter , a threshold value

and a minimal region size equals to 200 pixels) and

the CTM algorithm proposed in [40], [42] (with and

) and the FCR [14] for two sets of internal parameters

and finally the CTex [44] and the JSEG [45]. As in [40], [41], all

color images are normalized to have the longest side equals to

320 pixels. The segmentation results are then supersampled in

order to obtain segmentation images with the original resolution

(481 321) before the estimation of the performance metrics.

The comparison is based on the following performance mea-

sures, namely the PRI measure (higher probability is better and

a score equal to means that on average 80% of

pairs of pixel labels are correctly classified in the segmenta-

tion results) which seems to be highly correlated with human

hand-segmentations [40] along with the F-measure proposed by

Martin et al. [43], [46], [47]. This F-measure, deduced from the

Precision/Recall values and characterizing the agreement be-

tween region boundaries of two segmentations, is now widely

used in the computer vision and edge detection community.

Qualitatively, the precision measure (P) is defined as the fraction

of detections that are true boundaries; this measure is low when

there is significant over-segmentation, or when a large number

of boundary pixels have poor localization. The Recall (R) mea-

sure gives the fraction of true boundaries detected; a low recall

1We have used the MATLAB source code, proposed by Yang in order to
estimate the PRI performance measure presented in the following Section. This
code is kindly available online at http://www.eecs.berkeley.edu/~yang/soft-
ware/lossy_segmentation/.

Fig. 6. Distribution of the PRI performance measure over the 300 images of
the Berkeley database (for ���� ).

value is typically the result of under-segmentation and indicates

failure to capture salient image structure. Thus, Precision quan-

tifies the amount of noise in the output of a detector, while Re-

call quantifies the amount of ground-truth detected. The perfor-

mance of a boundary detector providing a binary output is rep-

resented by a point in the Precision-Recall plane. If the output is

a soft boundary image, a parametric Precision-Recall curve ex-

presses the compromise between absence of noise and fidelity

to ground truth as the main parameter of the boundary detector

varies. Precision and Recall can be combined in a single quality

statistic measure, the F-measure , defined

as their harmonic mean and as a measure of performance com-

bining both precision and recall. The maximal F-measure on a

Precision-Recall curve is used as a summary statistic for the per-

formance of the detector on a set of images.

These two performance measures have to be considered to-

gether and a good segmentation algorithm will give good scores

for these two complementary performance measures.

C. Results

Tables II and III show the obtained results for different values
of , , , , and . The first five tested algorithms are with

(without prior term).
In terms of PRI measure, we observe that the discussed fusion

strategy gives competitive results (a score equals to
means that on average 80% of pairs of pixel labels are cor-
rectly classified in the segmentation results) with a relative low
variance over the set of images of the Berkeley image data-
base. Fig. 6 shows the distribution of the PRI measure over the
300 images of the Berkeley image database for the algorithm

.
In terms of F-measure, we can observe that the obtained

segmentations give a lower F-measure compared to the best
existing boundary detection algorithms whose the highest score
to date [48] is 2 [47]. Let us note that
our algorithm also gives a set of closed curves (by giving
a “hard” boundary representation) compared to most of the
boundary detectors benchmarked in [47]. For this reason, our
algorithm have to be compared with the best boundary detection
algorithm ensuring a segmentation map (i.e., a set of closed
curves) such as the one proposed in [8] whose F-measure is

.

2The notation F@(recall,precision) represents the value of the highest F
performance measure (of a binary classifier) existing on its precision-recall
(or ROC) curve at coordinates (@), the measure of its recall performance (on
�-axis) and its precision performance (on �-axis).
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TABLE II
AVERAGE PERFORMANCE, IN TERMS OF PRI MEASURE, OF OUR ALGORITHM FOR SEVERAL VALUES OF ITS INTERNAL PARAMETERS

ON THE BERKELEY IMAGE DATABASE [26]. THE FIRST VALUE IS THE PERFORMANCE METRIC ON THE ENTIRE DATABASE AND

VALUES BETWEEN SQUARE BRACKETS CORRESPOND TO PERFORMANCES ON THE TRAIN AND TEST IMAGE SETS

TABLE III
AVERAGE PERFORMANCE, IN TERMS OF F MEASURE [43], OF OUR ALGORITHM (HARD AND SOFT BOUNDARY REPRESENTATION) FOR

SEVERAL VALUES OF ITS INTERNAL PARAMETERS ON THE BERKELEY IMAGE DATABASE [26] (ON THE TRAIN AND TEST IMAGE SETS)

Let us recall that a “soft” output is more appropriate for
this measure, since the benchmark algorithm (for computing
the F measure) will also find the optimal threshold without
requiring a set of closed contours. Comparison between our
segmentation results and the ground-truths provided by the
Berkeley database shows that our method tends to give an
over-segmentation, thus inducing some noise (false contours)
in the final segmentations. In order to validate this assumption
and to objectively compare our segmentation method with the

state-of-the-art boundary detectors (generally giving a “soft”
output whose thresholding operation does not ensure a set of
closed contours) we have tested the use of our final “hard”
boundary representation converted to a soft version, simply
replacing each detected boundary pixel by the numerical
gradient magnitude of its -bin descriptor (i.e., the requan-
tized local color histogram computed in a small squared-size
window on the initial color image, see Section IV and Algo-
rithm 2). Numerically speaking, by computing for each pixel
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TABLE IV
MEAN NUMBER OF REGIONS IN THE �-MEANS SEGMENTATIONS TO

BE FUSED AND IN THE FINAL SEGMENTATION FOR THE

FUSION MODEL WITHOUT PRIOR TERM

Fig. 7. Mean number of regions of ���� , our
penalized fusion model, as a function of the regulation parameter �. We
recall that the number of regions in the �-means segmentations to be fused
is 33.6 in all these fusion results.

Fig. 8. First row and from left to right; a natural image from the Berkeley
database (no. 229036) and the resulting fusion map using the set of 7 input
hand-labeled ground-truth segmentations of the Berkeley database [26] with
their number of regions and their Gibbs energy (the two first outliers related
to the two first maximal energy are indicated in bold).

(detected as boundary point), located at row and column ,
the following simple distance

(9)

Fig. 9. Evolution of the PRI measures (averaged on the entire Berkeley
database) as a function of the number of segmentations �� � to be fused
for the ���� algorithm. More precisely for � �
�� 	
� 	�� 
��    � �� segmentations (by considering only RGB space. only
(RGB, HSV) spaces, only (RGB, HSV, YIQ) spaces, etc.).

Fig. 10. Distribution of the number of regions obtained by our algorithm
����� � over the 300 images of the Berkeley database.

Fig. 11. Distribution of the size of the regions (log scale in �) obtained
by the ���� algorithm over the 300 images of the
Berkeley database.

where the first summation is done on the ten used different
color spaces, is the Manhattan distance
( norm) between vectors (or bin descriptors) and

computed on a squared -size window centered
respectively at location and (see Algorithm
2). Table III shows the results which now score best with

.
Figs. 12 and 13 display some examples of segmentations ob-

tained by our algorithm. The results for the entire database are
available online at http://www.iro.umontreal.ca/~mignotte/Re-
searchMaterial/. Statistics on the mean number of regions in the

-means segmentations to be fused and in the final segmenta-
tion are summarized in Table IV for the fusion model without
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Fig. 12. Example of segmentations obtained by our algorithm ���� on several images of the Berkeley image database (see also Tables II
and III for quantitative performance measures and http://www.iro.umontreal.ca/~mignotte/ResearchMaterial/prif.html for the segmentation results on the entire
database).

prior term (result averaged for the entire Berkeley database).
The mean number of regions in the final segmentation as a func-
tion of the regularization parameter , for the fusion model
with prior term, i.e., , is rep-

resented in Fig. 7. We can observe that a good PRI performance
measure can be obtained without prior error term or equivalently
without prior distribution constraining the number of regions of
a likely segmentation as estimate. In this case, the number of
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Fig. 13. Example of segmentations obtained by our algorithm ���� on several images of the Berkeley image database (see also Tables II
and III for quantitative performance measures and http://www.iro.umontreal.ca/~mignotte/ResearchMaterial/prif.html for the segmentation results on the entire
database).

regions in the resulting segmentation depends on the number of
regions existing in the segmentations to be fused (see Table IV).
Nevertheless, our prior error term defined in (6) remains useful
and interesting if we want to restrict the region number of the

resulting segmentations without excessive degradation of the
different performance measures (see Tables II and III). Indeed,
we obtain 17 regions in average per segmentation for the

and only 12 regions in average per
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segmentation for the
(see Table IV and Fig. 7). This regularization term is thus not
especially interesting for the application of our fusion model in
the specific framework of the segmentation of natural images.
However, it could be useful for other segmentation problems
(e.g., hyperspectral, medical, or satellite images) for which this
kind of information could be a priori available.

D. Discussion

We can also observe (see Fig. 9) that the PRI performance
measure is better when (number of segmentation to be fused)
is high. The same observation can be made for the F-measure.
This experiment shows the validity of our fusion procedure
which is perfectible. For further improvement, we could add,
to the set of segmentations to be fused, the segmentation maps
obtained with , or the clustering results obtained by
using (in the -mean algorithm) different feature descriptors or
different similarity measures between the histogram descriptors
(such as the Bhattachararya, Chord, Kolmogorov, Histogram
intersection, Kullkack, Shannon-Jensen distances, etc.). We
could also add the results of different initializations of the

-mean clustering algorithm.
Statistics on the segmentation results by our method (e.g.,

distribution of the number of regions, size of the regions of
the segmented Berkeley database images), for the algorithm

, are given in Figs. 10 and 11.
In order to further validate our fusion procedure, we experi-

mented with the fusion of several mean-shift segmentations ob-
tained by randomly varying and within respectively the in-
tervals and . Once again, our fusion pro-
cedure noticeably improves the performance measures in com-
parison of a single segmentation (see Table II). We obtain (in
this case) .

Finally, we have also tested our fusion algorithm on the set
of input hand-labeled ground-truth segmentations related to a
given Berkeley image (see Fig. 8). To make this experience in-
teresting and informative, we have chosen a natural image ex-
hibiting a high variation existing across the possible (manually
generated) segmentations. The resulting fusion map (see Fig. 8)
exhibits an average number of regions, comparatively to the set
of ground-truths, and can be compared to the input manually
generated segmentations with the same number of regions. Let
us add that the Gibbs energy of our fusion model can also be
used in a second step in order to compute the fidelity of each
ground-truth segmentation to the set of input ground-truths; the
negative Gibbs energy being proportional to the PRand metric
of each input segmentation to the resulting fusion map. This in-
formation can then be efficiently used to remove outliers or to
weight the confidence, in the PRI sense, of each input segmen-
tations (see Fig. 8).

E. Algorithm

The segmentation procedure takes, on average, less than three

minutes for an AMD Athlon 64 Processor 3500+, 2.2 GHz,

4435.67 bogomips and non-optimized code running on Linux.

Each one of the three steps i.e., 1] of estimations of the segmen-

tations to be fused and 2–3] the two steps of the minimization

procedure of our algorithm takes, on average, one minute for

a 320 214 image. Let us add that the initial segmentations

to be fused (step I.) and the proposed fusion method (step II.

and III.) can be easily computed in parallel. It is straightforward

for step I. of our procedure but also truth for the two last steps

of our fusion model. The final Markovian energy minimization

can be efficiently implemented by using the parallel abilities of

a graphic processor unit (GPU) (embedded on most graphics

hardware nowadays available on the market) and can be greatly

accelerated as indicated in [49].

Source code (in C++ language) of our algorithm with the

set of segmented images are publicly available at http://www.

iro.umontreal.ca/~mignotte/ResearchMaterial/ in order to make

possible eventual comparisons with future segmentation algo-

rithms or different performance measures.

VI. CONCLUSION

In this paper, we have presented a new and efficient segmenta-

tion strategy based on a Markovian Bayesian fusion procedure.

The goal is to combine several quickly estimated segmentation

maps in order to achieve a more reliable and accurate segmen-

tation result. This fusion is achieved in the penalized maximum

PRI sense which has a perceptual meaning. This fusion frame-

work remains simple to implement, perfectible, by increasing

the number of segmentation to be fused, and general enough to

be applied to various digital image and computer vision appli-

cations (e.g., hyperspectral imagery, motion detection, 3-D seg-

mentation, 3-D reconstruction). We think, that this easily par-

allelizable Bayesian fusion model (thus well suited for the next

generation massively parallel computers), appears as an inter-

esting alternative to complex, computationally demanding, seg-

mentation models existing in the literature for the difficult image

segmentation problem.
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