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#### Abstract

This paper presents a novel 3D indoor Laser-aided Inertial Navigation System (L-INS) for the visually impaired. An Extended Kalman Filter (EKF) fuses information from an Inertial Measurement Unit (IMU) and a 2D laser scanner, to concurrently estimate the six degree-of-freedom (d.o.f.) position and orientation (pose) of the person and a 3D map of the environment. The IMU measurements are integrated to obtain pose estimates, which are subsequently corrected using line-toplane correspondences between linear segments in the laserscan data and orthogonal structural planes of the building. Exploiting the orthogonal building planes ensures fast and efficient initialization and estimation of the map features while providing human-interpretable layout of the environment. The L-INS is experimentally validated by a person traversing a multistory building, and the results demonstrate the reliability and accuracy of the proposed method for indoor localization and mapping.


## I. Introduction

For humans, safe and efficient navigation requires knowledge of the environmental layout, path planning, obstacle avoidance, and determining one's position and orientation (pose) with respect to the world. For a visually-impaired person, these tasks can be exceedingly difficult to accomplish, and there are high risks associated with failure in any of them. To address some of these issues, guide dogs and white canes are widely used for the purposes of wayfinding and environment sensing. The former, however, has costly training requirements, while the latter can only provide cues about one's immediate surroundings. On the other hand, commercially available electronic navigation systems designed for the visually impaired (e.g., Humanware Trekker) rely on GPS signals and cannot be utilized indoors, under tree cover, or next to tall buildings where reception is poor. In the academic community, numerous indoor and outdoor electronic navigation systems have been proposed. However, the majority of the existing algorithms are designed for mobile robots that are limited to move on planar surfaces [1], [2] or require heavy sensors, such as a 3D laser scanner [3], [4], that cannot be carried by a human. Other algorithms have relied on visual information [5], [6] and as such, they are not robust under variable lighting conditions and

This work was supported by the University of Minnesota (DTC), and the National Science Foundation (IIS-0643680, IIS-0811946, IIS-0835637). J. A. Hesch was supported by the NIH Neuro-physical-computational Sciences Fellowship. F. M. Mirzaei was supported by the UMN Doctoral Dissertation Fellowship.


Fig. 1. As the person walks with the sensing package, the filter estimates their 3D trajectory as well as a 3D representation of the environment comprised of planar features. A side-view of the estimated 270 m trajectory is shown, which covers two floors of the building. The estimated walls on the first and second floors are depicted, but the estimated ceiling and floor planes have been omitted for clarity of presentation.
require intensive processing resources which are not typically available on portable computing devices.

To address these issues, we aim to design a personal indoor navigation system that fulfills the following requirements:

- The system must accurately track the six degree-offreedom (d.o.f.) pose of the person, allowing them to safely navigate in $3 D$ space (see Fig. 1).
- The navigation aid should enable the visually impaired person to walk through previously unknown buildings without getting lost. This requires the system to build a map of the previously unexplored area and localize with respect to it in real-time.
- The sensor package should be compact, unobtrusive to the person, and lightweight enough to be carried without fatigue.
- The selected sensing modalities should be robust to environmental changes, such as lighting conditions, reliable in the presence of clutter and moving objects, and work within the computational and memory limits of a portable computing device.

To meet these objectives, we build upon our previous work [7], [8], and present an indoor Laser-aided Inertial Navigation System (L-INS) using an Inertial Measurement Unit (IMU) and a $2 D$ laser scanner. Employing this sensor pair ensures
feasibility of manufacturing a light-weight and compact sensor package that can be carried by a person, since a wide variety of small IMUs (e.g., Memsense nIMU) and compactsize 2D laser scanners (e.g., Hokuyo URG) are commercially available. Additionally, using a laser scanner instead of a camera provides greater reliability and robustness under poor lighting conditions.

The proposed algorithm tracks the six d.o.f. pose of the person by integrating the IMU measurements (linear acceleration and rotational velocity) using an Extended Kalman Filter (EKF). However, without corrections, the IMU measurement noise and bias drift would cause the pose estimation errors to grow unbounded over time. To mitigate this issue, we utilize the straight-line features extracted from the 2D laser scans to update the pose estimates. In particular, as the person moves, the laser scanner's attitude changes which allows its scanning plane to intersect a variety of structural planes of the building (i.e., the walls, floor, and ceiling). If the structural planes were known a priori as in [7], [8], then the straight-line features could be directly matched with the known map. Unfortunately, in many cases in practice, a building map is not available in advance. To overcome this challenge, we perform Simultaneous Localization and Mapping (SLAM) to estimate the layout of the building while concurrently tracking the person's pose. In order to achieve this goal efficiently, we exploit the fact that most indoor structural planes are orthogonal to each other. Thus, we fix each plane's orientation the first time it is observed, and only estimate its distance to the origin of the reference frame.

Constructing the map based on orthogonal planar structures has the advantage of keeping the person's orientation error bounded [9] in addition to providing inherent robustness to clutter and moving objects. Furthermore, the estimated map directly provides a human-interpretable layout of the building that can simplify the task of wayfinding towards a destination. Moreover, due to the limited number of structural planes in each building, the computational load of the algorithm remains bounded. This, together with the low computational complexity of line-segment extraction from the 2D laser scans, ensures the real-time execution of the algorithm on a hand-held computer with limited computational and memory resources.

We demonstrate the validity and reliability of the proposed approach with a real-world experiment covering multiple levels of an indoor environment. The 270 m trajectory traverses several staircases and a disability access ramp. In addition, the test environment includes significant clutter (e.g., trashcans, storage boxes, and furniture), as well as a normal flow of pedestrian traffic. Despite these challenges, our algorithm accurately tracks the person's path, and correctly estimates a map of the building layout.

The remainder of the paper is organized as follows: In Section II, we begin with an overview of the related literature. Section III presents the EKF-based pose estimator. The proposed method is validated with experimental results in Section IV, and we conclude the paper and present future research directions in Section V.

## II. Related Work

Most relevant efforts have primarily addressed GPS-based outdoor navigation which cannot be used inside a building [10], [11]. Indoor navigation is more challenging, since pose information can only be inferred from ego-motion and environmental cues. In what follows, we provide a discussion of several existing indoor navigation systems.

1) Navigating using ego-motion: Dead-reckoning systems track a person's pose without any external references. Common approaches are based on foot-mounted accelerometers [12]. As a person walks, their position is computed by double integration of the acceleration measurements. Unfortunately, the integration of accelerometer bias and noise causes the position error to grow unbounded. Even if the rate of position-error increase can be reduced with staticperiod drift corrections [13], [14], dead-reckoning systems still remain unreliable over long time intervals.
2) Navigating with a known map: Unlike dead-reckoning approaches that do not employ external references, mapbased systems infer position and orientation information from known landmarks in the environment. In our previous work [8], we presented a map-based indoor localization aid for the visually impaired using an IMU and a 2D laser scanner. Despite the novelty of our previous approach, it suffers from the same limitations of all map-based localization methods which include: (i) time and cost associated with acquiring the map, (ii) the system's inability to adapt to spatial layout changes, and (iii) the restriction of use to previously mapped areas.
3) Navigating without a pre-existing map: The most flexible navigation aids are those that can exploit environment sensing to perform SLAM. The majority of the proposed systems for SLAM consider either 2D map and sensor motion [15], [16], or restrict the sensor motion to planar surfaces and create a 3D map of the surroundings [1], [2], [9]. However, these algorithms are not suitable for use on a personal navigation system since the motion of a human is not limited to a planar surface (e.g., when climbing stairs).
There exist several approaches for estimating a 3D map and the six d.o.f. pose of a robot (3D SLAM) that employ 3D point cloud matching techniques [e.g., Iterative Closest Point (ICP)] [3], [4], [17], [18], [19]. However, the computational requirements for matching 3D point clouds are typically prohibitive for real-time implementation. More importantly, the 3D laser scanners needed for acquiring the point clouds are too large and heavy for a person to carry, thus making these systems inappropriate for use as a personal navigation aid. Alternative methods for performing 3D SLAM employ cameras to map the environment based on visual landmarks [5], [6]. The main drawback of camera-based systems is sensitivity to variable lighting conditions, which restricts their use as navigation aids for the visually impaired where reliability is paramount. Additionally, processing images and extracting visual features are typically computationally intensive tasks that are impractical to carry out on handheld computing devices. Furthermore, the visual landmarks
(e.g., SIFT features [20]) often used in these approaches may not be geometrically meaningful or interpretable for humans. Finally, extracting and matching visual landmarks in indoor environments can be challenging and unreliable due to insufficient texture.

To address these limitations, we propose an L-INS based on a 2D laser scanner and an IMU. Our system tracks the six d.o.f. pose of the person and maps the 3D structure of the environment, while avoiding the high computational burden associated with processing 3D laser scan data. This sensor pair is ideal since new lightweight models that are robust in various environmental conditions are now commercially available. Furthermore, we use structural planes of the buildings as the map features, which exist in almost all buildings, ensuring applicability of the method in practice. The estimated structural planes directly represent the geometric layout of the building that can be easily interpreted by humans. Moreover, due to the limited number of structural planes in each building, the computational requirements of the SLAM algorithm do not grow unbounded over time. Finally, we use an EKF to fuse the IMU and laser scanner measurements, which along with the negligible overhead of line-segment extraction from laser data, provides real-time execution even on hand-held computing devices with limited computational and memory resources.

## III. Algorithm Description

While walking through an indoor environment, the visually-impaired person is equipped with a navigation aid consisting of an IMU and a 2D laser scanner, which are rigidly connected (see Fig. 2). A hand-held computer collects the measurements from the two sensors, which then are fused in an EKF to concurrently estimate the six d.o.f. pose of the moving platform, as well as the 3D map of the buildings' perpendicular structural planes (i.e., the walls, floor, and ceiling). In what follows, we present the propagation and update models used by the EKF.

## A. Filter Propagation

The EKF estimates the IMU pose and linear velocity together with the time-varying IMU biases and the map. The filter state is the $(16+N) \times 1$ vector:

$$
\begin{align*}
\mathbf{x} & =\left[\begin{array}{lllllll}
{ }^{I} \bar{q}_{G}^{T} & \mathbf{b}_{g}^{T} & { }^{G} \mathbf{v}_{I}^{T} & \mathbf{b}_{a}^{T} & { }^{G} \mathbf{p}_{I}^{T} & \mid & d_{1} \cdots d_{N}
\end{array}\right]^{T} \\
& =\left[\begin{array}{l|l}
\mathbf{x}_{s}^{T} & \mathbf{x}_{d}^{T}
\end{array}\right]^{T}, \tag{1}
\end{align*}
$$

where $\mathbf{x}_{s}(t)$ is the $16 \times 1$ sensor platform state, and $\mathbf{x}_{d}(t)$ is the $N \times 1$ state of the structural plane map. The first component of the sensor platform state is ${ }^{I} \bar{q}_{G}(t)$ which is the unit quaternion representing the orientation of the global frame $\{G\}$ in the IMU frame, $\{I\}$, at time $t$. The frame $\{I\}$ is attached to the IMU (see Fig. 2), while $\{G\}$ is an inertial reference frame whose origin coincides with the initial IMU position, and whose orientation is aligned with the perpendicular structural planes according to the filter initialization procedure described in [8]. The sensor platform state also includes the position and velocity of $\{I\}$ in $\{G\}$, denoted by the $3 \times 1$ vectors ${ }^{G} \mathbf{p}_{I}(t)$ and ${ }^{G} \mathbf{v}_{I}(t)$, respectively.


Fig. 2. As the IMU-laser sensor platform moves, the laser scan plane intersects a structural planar surface, $\Pi_{i}$, described by $d_{i}$ and ${ }^{G} \boldsymbol{\pi}_{i}$, which are the Hessian normal form components of the plane with respect to the global frame of reference, $\{G\}$. The shortest vector in the laser scan plane from the origin of the laser frame, $\{L\}$, to $\Pi_{i}$ has length $\rho$ and direction ${ }^{L} \boldsymbol{\ell}$, with respect to $\{L\}$. The line of intersection has direction, ${ }^{L} \boldsymbol{\ell}^{\perp}$, with respect to $\{L\}$ and is described by the polar parameters $(\rho, \phi)$. The vector from the intersection of ${ }^{G} \boldsymbol{\pi}_{i}$ and $\Pi_{i}$ to the intersection of $\rho^{L} \boldsymbol{\ell}$ and $\Pi_{i}$, is ${ }^{G} \mathbf{t}$. The known IMU-laser transformation is denoted by $\left({ }^{I} \mathbf{p}_{L},{ }^{I} \bar{q}_{L}\right)$, while the IMU pose with respect to $\{G\}$ is $\left({ }^{G} \mathbf{p}_{I},{ }^{G} \bar{q}_{I}\right)$.

The remaining components are the biases, $\mathbf{b}_{g}(t)$ and $\mathbf{b}_{a}(t)$, affecting the gyroscope and accelerometer measurements, which are modeled as random-walk processes driven by the zero-mean, white Gaussian noise $\mathbf{n}_{w g}(t)$ and $\mathbf{n}_{w a}(t)$, respectively.

The building map is comprised of $N$ static planar features $\Pi_{i}, i=1, \ldots, N$, and grows as new planes are detected. Each plane is described by its Hessian normal form components $d_{i}$ and ${ }^{G} \boldsymbol{\pi}_{i}$, which are the distance from the plane to the origin of $\{G\}$, and the $3 \times 1$ normal vector of the plane expressed in $\{G\}$, respectively. ${ }^{1}$ The map state, $\mathbf{x}_{d}$, consists of the scalar distances, $d_{i}, i=1, \ldots, N$, which are estimated along with the state of the sensing package. We only map perpendicular structural planes, hence, we do not need to estimate each plane's normal-vector. Instead, we store them in the map parameter vector $\left[{ }^{G} \boldsymbol{\pi}_{1}^{T} \ldots{ }^{G} \boldsymbol{\pi}_{N}^{T}\right]^{T}$, where each component ${ }^{G} \boldsymbol{\pi}_{i}$ is determined once during the new plane initialization step (Section III-C). With the state of the system now defined, we turn our attention to the continuous-time dynamical model which governs the state of the system.

1) Continuous-time model: The system model describing the time evolution of the state is (see [21], [22]):

$$
\begin{align*}
{ }^{I} \dot{\bar{q}}_{G}(t) & =\frac{1}{2} \boldsymbol{\Omega}(\boldsymbol{\omega}(t))^{I} \bar{q}_{G}(t)  \tag{2}\\
{ }^{G} \dot{\mathbf{p}}_{I}(t) & ={ }^{G} \mathbf{v}_{I}(t), \quad{ }^{G} \dot{\mathbf{v}}_{I}(t)={ }^{G} \mathbf{a}(t)  \tag{3}\\
\dot{\mathbf{b}}_{g}(t) & =\mathbf{n}_{w g}(t) \quad, \quad \dot{\mathbf{b}}_{a}(t)=\mathbf{n}_{w a}(t)  \tag{4}\\
\dot{d}_{i}(t) & =0, \quad i=1, \ldots, N . \tag{5}
\end{align*}
$$

[^0]In these expressions, $\boldsymbol{\omega}(t)=\left[\begin{array}{lll}\omega_{1}(t) & \omega_{2}(t) & \omega_{3}(t)\end{array}\right]^{T}$ is the rotational velocity of the IMU, expressed in $\{I\},{ }^{G} \mathbf{a}$ is the IMU acceleration expressed in $\{G\}$, and
$\boldsymbol{\Omega}(\boldsymbol{\omega})=\left[\begin{array}{cc}-\lfloor\boldsymbol{\omega} \times\rfloor & \boldsymbol{\omega} \\ -\boldsymbol{\omega}^{T} & 0\end{array}\right], \quad\lfloor\boldsymbol{\omega} \times\rfloor \triangleq\left[\begin{array}{ccc}0 & -\omega_{3} & \omega_{2} \\ \omega_{3} & 0 & -\omega_{1} \\ -\omega_{2} & \omega_{1} & 0\end{array}\right]$.
The gyroscope and accelerometer measurements, $\boldsymbol{\omega}_{m}$ and $\mathbf{a}_{m}$, used for state propagation, are

$$
\begin{align*}
\boldsymbol{\omega}_{m}(t) & =\boldsymbol{\omega}(t)+\mathbf{b}_{g}(t)+\mathbf{n}_{g}(t)  \tag{6}\\
\mathbf{a}_{m}(t) & =\mathbf{C}\left({ }^{I} \bar{q}_{G}(t)\right)\left({ }^{G} \mathbf{a}(t)-{ }^{G} \mathbf{g}\right)+\mathbf{b}_{a}(t)+\mathbf{n}_{a}(t) \tag{7}
\end{align*}
$$

where $\mathbf{n}_{g}$ and $\mathbf{n}_{a}$ are zero-mean, white Gaussian noise processes, and ${ }^{G} \mathbf{g}$ is the gravitational acceleration. The matrix $\mathbf{C}(\bar{q})$ is the rotation matrix corresponding to $\bar{q}$. Also note that the distances to the building planes are fixed with respect to $\{G\}$, thus their time derivatives are zero [see (5)].

Linearizing at the current estimates and applying the expectation operator on both sides of (2)-(5), we obtain the state estimate propagation model

$$
\begin{align*}
{ }^{I} \dot{\hat{q}}_{G}(t) & =\frac{1}{2} \boldsymbol{\Omega}(\hat{\boldsymbol{\omega}}(t))^{I} \hat{\bar{q}}_{G}(t)  \tag{8}\\
{ }^{G} \dot{\hat{\mathbf{p}}}_{I}(t) & ={ }^{G} \hat{\mathbf{v}}_{I}(t), \quad{ }^{G} \dot{\hat{\mathbf{v}}}_{I}(t)=\mathbf{C}^{T}\left({ }^{I} \hat{\bar{q}}_{G}(t)\right) \hat{\mathbf{a}}(t)+{ }^{G} \mathbf{g}  \tag{9}\\
\dot{\hat{\mathbf{b}}}_{g}(t) & =\mathbf{0}_{3 \times 1}, \quad \dot{\hat{\mathbf{b}}}_{a}(t)=\mathbf{0}_{3 \times 1}  \tag{10}\\
\dot{\hat{d}}_{i}(t) & =0, \quad i=1, \ldots, N, \tag{11}
\end{align*}
$$

with $\hat{\mathbf{a}}(t)=\mathbf{a}_{m}(t)-\hat{\mathbf{b}}_{a}(t)$, and $\hat{\boldsymbol{\omega}}(t)=\boldsymbol{\omega}_{m}(t)-\hat{\mathbf{b}}_{g}(t)$. The $(15+N) \times 1$ error-state vector is defined as

$$
\begin{align*}
\widetilde{\mathbf{x}} & =\left[\begin{array}{lllllll}
{ }^{I} \boldsymbol{\delta} \boldsymbol{\theta}_{G}^{T} & \widetilde{\mathbf{b}}_{g}^{T} & { }^{G} \widetilde{\mathbf{v}}_{I}^{T} & \widetilde{\mathbf{b}}_{a}^{T} & { }^{G} \widetilde{\mathbf{p}}_{I}^{T} & \mid & \widetilde{d}_{1} \cdots \widetilde{d}_{N}
\end{array}\right]^{T} \\
& =\left[\begin{array}{l|l}
\widetilde{\mathbf{x}}_{s}^{T} & \widetilde{\mathbf{x}}_{d}^{T}
\end{array}\right]^{T} \tag{12}
\end{align*}
$$

where $\widetilde{\mathbf{x}}_{s}(t)$ is the $15 \times 1$ error state corresponding to the sensing platform, and $\widetilde{\mathbf{x}}_{d}(t)$ is the $N \times 1$ error state of the map. For the IMU position, velocity, biases, and the map, an additive error model is utilized (i.e., $\widetilde{x}=x-\hat{x}$ is the error in the estimate $\hat{x}$ of a quantity $x$ ). However, for the quaternion we employ a multiplicative error model. Specifically, the error between the quaternion $\bar{q}$ and its estimate $\hat{\bar{q}}$ is the $3 \times 1$ angle-error vector, $\boldsymbol{\delta} \boldsymbol{\theta}$, implicitly defined by the error quaternion

$$
\delta \bar{q}=\bar{q} \otimes \hat{\bar{q}}^{-1} \simeq\left[\begin{array}{ll}
\frac{1}{2} \delta \boldsymbol{\theta}^{T} & 1 \tag{13}
\end{array}\right]^{T}
$$

where $\delta \bar{q}$ describes the small rotation that causes the true and estimated attitude to coincide. The main advantage of this error definition is that it allows us to represent the attitude uncertainty by the $3 \times 3$ covariance matrix $E\left\{\boldsymbol{\delta} \boldsymbol{\theta} \boldsymbol{\delta} \boldsymbol{\theta}^{T}\right\}$. Since the attitude corresponds to three d.o.f., this is a minimal representation.

The linearized continuous-time error-state equation is

$$
\begin{align*}
\dot{\tilde{\mathbf{x}}} & =\left[\begin{array}{cc}
\mathbf{F}_{s, c} & \mathbf{0}_{15 \times N} \\
\mathbf{0}_{N \times 15} & \mathbf{I}_{N}
\end{array}\right] \widetilde{\mathbf{x}}+\left[\begin{array}{c}
\mathbf{G}_{s, c} \\
\mathbf{0}_{N \times 15}
\end{array}\right] \mathbf{n} \\
& =\mathbf{F}_{c} \widetilde{\mathbf{x}}+\mathbf{G}_{c} \mathbf{n} \tag{14}
\end{align*}
$$

where $\mathbf{I}_{N}$ denotes the $N \times N$ identity matrix, $\mathbf{F}_{s, c}$ is the
continuous-time error-state transition matrix corresponding to the sensor platform state, and $\mathbf{G}_{s, c}$ is the continuous time input noise matrix, i.e.,

$$
\begin{aligned}
\mathbf{F}_{s, c} & =\left[\begin{array}{ccccc}
-\lfloor\hat{\boldsymbol{\omega}} \times\rfloor & -\mathbf{I}_{3} & \mathbf{0}_{3} & \mathbf{0}_{3} & \mathbf{0}_{3} \\
\mathbf{0}_{3} & \mathbf{0}_{3} & \mathbf{0}_{3} & \mathbf{0}_{3} & \mathbf{0}_{3} \\
-\mathbf{C}^{T}\left({ }^{I} \hat{\bar{q}}_{G}\right)\lfloor\hat{\mathbf{a}} \times\rfloor & \mathbf{0}_{3} & \mathbf{0}_{3} & -\mathbf{C}^{T}\left({ }^{I} \hat{\bar{q}}_{G}\right) & \mathbf{0}_{3} \\
\mathbf{0}_{3} & \mathbf{0}_{3} & \mathbf{0}_{3} & \mathbf{0}_{3} & \mathbf{0}_{3} \\
\mathbf{0}_{3} & \mathbf{0}_{3} & \mathbf{I}_{3} & \mathbf{0}_{3} & \mathbf{0}_{3}
\end{array}\right] \\
\mathbf{G}_{s, c} & =\left[\begin{array}{cccc}
-\mathbf{I}_{3} & \mathbf{0}_{3} & \mathbf{0}_{3} & \mathbf{0}_{3} \\
\mathbf{0}_{3} & \mathbf{I}_{3} & \mathbf{0}_{3} & \mathbf{0}_{3} \\
\mathbf{0}_{3} & \mathbf{0}_{3} & -\mathbf{C}^{T}\left({ }^{I} \hat{q}_{G}\right) & \mathbf{0}_{3} \\
\mathbf{0}_{3} & \mathbf{0}_{3} & \mathbf{0}_{3} & \mathbf{I}_{3} \\
\mathbf{0}_{3} & \mathbf{0}_{3} & \mathbf{0}_{3} & \mathbf{0}_{3}
\end{array}\right], \mathbf{n}=\left[\begin{array}{c}
\mathbf{n}_{g} \\
\mathbf{n}_{w g} \\
\mathbf{n}_{a} \\
\mathbf{n}_{w a}
\end{array}\right],
\end{aligned}
$$

where $\mathbf{0}_{3}$ is the $3 \times 3$ matrix of zeros. The system noise covariance matrix $\mathbf{Q}_{c}$ depends on the IMU noise characteristics and is computed off-line [22].
2) Discrete-time implementation: The IMU signals $\boldsymbol{\omega}_{m}$ and $\mathbf{a}_{m}$ are sampled at a constant rate $1 / T$, where $T \triangleq t_{k+1}-t_{k}$. Every time a new IMU measurement is received, the state estimate is propagated using 4th-order Runge-Kutta numerical integration of (8)-(11). In order to derive the covariance propagation equation, we evaluate the discrete-time state transition matrix

$$
\begin{equation*}
\mathbf{\Phi}_{k}=\boldsymbol{\Phi}\left(t_{k+1}, t_{k}\right)=\exp \left(\int_{t_{k}}^{t_{k+1}} \mathbf{F}_{c}(\tau) \mathrm{d} \tau\right) \tag{15}
\end{equation*}
$$

and the discrete-time system noise covariance matrix

$$
\begin{equation*}
\mathbf{Q}_{d, k}=\int_{t_{k}}^{t_{k+1}} \boldsymbol{\Phi}\left(t_{k+1}, \tau\right) \mathbf{G}_{c} \mathbf{Q}_{c} \mathbf{G}_{c}^{T} \boldsymbol{\Phi}^{T}\left(t_{k+1}, \tau\right) \mathrm{d} \tau \tag{16}
\end{equation*}
$$

The propagated covariance is then computed as

$$
\begin{equation*}
\mathbf{P}_{k+1 \mid k}=\boldsymbol{\Phi}_{k} \mathbf{P}_{k \mid k} \boldsymbol{\Phi}_{k}^{T}+\mathbf{Q}_{d, k} \tag{17}
\end{equation*}
$$

## B. Filter Update

As the IMU-laser platform moves in an indoor environment, the laser-scan plane intersects the perpendicular structural planes of the building. These measurements are exploited to update the state estimate. To simplify the discussion, we consider a single line measurement, ${ }^{L} \ell^{\perp}$, corresponding to the intersection of the laser-scan plane and map plane, $\Pi_{i}$ (see Fig. 2). The line is described in the laser frame, $\{L\}$, by $(\rho, \phi)$, where $\rho$ is the distance from the origin of $\{L\}$ to the line, and $\phi$ is the angle of the vector ${ }^{L} \ell$ perpendicular to the line. ${ }^{2}$ We will hereafter express the line direction in $\{I\}$, as ${ }^{I} \ell^{\perp}=\mathbf{C}\left({ }^{I} \bar{q}_{L}\right)\left[\begin{array}{lll}\sin \phi & -\cos \phi & 0\end{array}\right]^{T}$, where ${ }^{I} \bar{q}_{L}$ is the unit quaternion representing the orientation of the laser frame in the IMU frame. ${ }^{3}$ In what follows, we describe how each line is exploited to define two measurement constraints, which are used by the EKF to update the state estimates.

1) Orientation Constraint: The first constraint is on the orientation of $\{I\}$ with respect to $\{G\}$. The normal to

[^1]the plane $\Pi_{i}$, vector ${ }^{G} \boldsymbol{\pi}_{i}$, is perpendicular to $\mathbf{C}^{T}\left({ }^{I} \bar{q}_{G}\right)^{I} \boldsymbol{\ell}^{\perp}$ (see Fig. 2), which yields the following orientation measurement constraint
\[

$$
\begin{equation*}
z_{1}={ }^{G} \boldsymbol{\pi}_{i}^{T} \mathbf{C}^{T}\left({ }^{I} \bar{q}_{G}\right)^{I} \ell^{\perp}=0 \tag{18}
\end{equation*}
$$

\]

The expected measurement is

$$
\begin{equation*}
\hat{z}_{1}={ }^{G} \boldsymbol{\pi}_{i}^{T} \mathbf{C}^{T}\left({ }^{I} \hat{\bar{q}}_{G}\right)^{I} \ell_{m}^{\perp} \tag{19}
\end{equation*}
$$

where ${ }^{I} \ell_{m}^{\perp}=\mathbf{C}\left({ }^{I} \bar{q}_{L}\right)\left[\begin{array}{lll}\sin \phi_{m} & -\cos \phi_{m} & 0\end{array}\right]^{T}$ is the measured line direction with $\phi_{m}=\phi-\tilde{\phi}$. The measurement residual is $r_{1}=z_{1}-\hat{z}_{1}=-\hat{z}_{1}$ and the corresponding linearized error model is

$$
\left.\begin{array}{rl}
\widetilde{z}_{1} \simeq & {\left[-{ }^{G} \boldsymbol{\pi}_{i}^{T} \mathbf{C}^{T}\left({ }^{I} \hat{\bar{q}}_{G}\right)\left[{ }^{I} \boldsymbol{\ell}_{m}^{\perp} \times\right\rfloor\right.} \\
& +\left[\begin{array}{l}
\mathbf{0}_{1 \times N} \\
1 \times 12
\end{array}\right] \widetilde{\mathbf{x}}_{s} \\
= & \mathbf{h}_{1, s}^{T}+\left[{ }^{G} \widetilde{\mathbf{x}}_{i}^{T} \mathbf{C}^{T}\left({ }^{I} \hat{\bar{q}}_{G}\right)^{I} \boldsymbol{\ell}_{m} \quad 0\right.
\end{array}\right]\left[\begin{array}{c}
\tilde{\phi}  \tag{20}\\
\tilde{\rho}
\end{array}\right]
$$

where ${ }^{I} \ell_{m}=\mathbf{C}\left({ }^{I} \bar{q}_{L}\right)\left[\begin{array}{lll}\cos \phi_{m} & \sin \phi_{m} & 0\end{array}\right]^{T}$ is the perpendicular to the measured line direction and $\rho_{m}=\rho-\tilde{\rho}$ is the measured distance to the line. The vectors $\mathbf{h}_{1, s}^{T}, \mathbf{h}_{1, d}^{T}$, and $\boldsymbol{\gamma}_{1}^{T}$ are the Jacobians of (18) with respect to the state and line parameters, respectively. The $2 \times 1$ error vector $\mathbf{n}_{\ell}$ is assumed to be zero-mean, white Gaussian, with covariance matrix $\mathbf{R}=E\left\{\mathbf{n}_{\ell} \mathbf{n}_{\ell}^{T}\right\}$ computed for each line from the weighted line-fitting procedure [24].
2) Distance Constraint: From Fig. 2, the following geometric relationship holds:

$$
\begin{equation*}
{ }^{G} \mathbf{p}_{I}+\mathbf{C}^{T}\left({ }^{I} \bar{q}_{G}\right)\left({ }^{I} \mathbf{p}_{L}+\rho^{I} \boldsymbol{\ell}\right)=d_{i}{ }^{G} \boldsymbol{\pi}_{i}+{ }^{G} \mathbf{t}, \tag{21}
\end{equation*}
$$

where ${ }^{I} \ell=\mathbf{C}\left({ }^{I} \bar{q}_{L}\right)\left[\begin{array}{lll}\cos \phi & \sin \phi & 0\end{array}\right]^{T}$ is the perpendicular to the line direction. The vector ${ }^{G} \mathbf{t}$ is eliminated by projecting (21) onto ${ }^{G} \boldsymbol{\pi}_{i}^{T}$, yielding the distance measurement constraint

$$
\begin{equation*}
z_{2}={ }^{G} \boldsymbol{\pi}_{i}^{T}\left({ }^{G} \mathbf{p}_{I}+\mathbf{C}^{T}\left({ }^{I} \bar{q}_{G}\right)\left({ }^{I} \mathbf{p}_{L}+\rho^{I} \boldsymbol{\ell}\right)\right)-d_{i}=0 \tag{22}
\end{equation*}
$$

The expected measurement is

$$
\begin{equation*}
\hat{z}_{2}={ }^{G} \boldsymbol{\pi}_{i}^{T}\left({ }^{G} \hat{\mathbf{p}}_{I}+\mathbf{C}^{T}\left({ }^{I} \hat{\bar{q}}_{G}\right)\left({ }^{I} \mathbf{p}_{L}+\rho_{m}{ }^{I} \boldsymbol{\ell}_{m}\right)\right)-\hat{d}_{i} . \tag{23}
\end{equation*}
$$

The measurement residual is $r_{2}=z_{2}-\hat{z}_{2}=-\hat{z}_{2}$ and the corresponding linearized error model is

$$
\begin{align*}
& \widetilde{z}_{2} \simeq {\left[-{ }^{G} \boldsymbol{\pi}_{i}^{T} \mathbf{C}^{T}\left({ }^{I} \hat{\bar{q}}_{G}\right)\left\lfloor{ }^{I} \mathbf{p}_{L}+\rho_{m}{ }^{I} \boldsymbol{\ell}_{m} \times\right\rfloor\right.} \\
&\left.+\left[\begin{array}{lll}
\mathbf{0}_{1 \times(i-1)} & -1 & \mathbf{0}_{1 \times(N-i)}
\end{array}\right]{ }^{G} \widetilde{\boldsymbol{x}}_{i}^{T}\right] \\
&+\left[\begin{array}{ll}
-{ }^{G} \widetilde{\mathbf{x}}_{i}^{T} \mathbf{C}^{T}\left({ }^{I} \hat{\bar{q}}_{G}\right) \rho_{m}{ }^{I} \boldsymbol{\ell}_{m}^{\perp} & { }^{G} \boldsymbol{\pi}_{i}^{T} \mathbf{C}^{T}\left({ }^{I} \hat{\bar{q}}_{G}\right)^{I} \boldsymbol{\ell}_{m}
\end{array}\right]\left[\begin{array}{c}
\tilde{\phi} \\
\tilde{\rho} \\
\tilde{\rho}
\end{array}\right] \\
& \mathbf{h}_{2, s}^{T} \widetilde{\mathbf{x}}_{s}+\mathbf{h}_{2, d}^{T} \widetilde{\mathbf{x}}_{d}+\boldsymbol{\gamma}_{2}^{T} \mathbf{n}_{\ell}, \tag{24}
\end{align*}
$$

where the vectors $\mathbf{h}_{2, s}^{T}, \mathbf{h}_{2, d}^{T}$, and $\gamma_{2}^{T}$ are the Jacobians of (22) with respect to the state and line parameters, respectively.

We process the two measurement constraints together; stacking (20) and (24), we obtain the measurement Jacobians

$$
\mathbf{H}=\left[\begin{array}{ll}
\mathbf{h}_{1, s}^{T} & \mathbf{h}_{1, d}^{T}  \tag{25}\\
\mathbf{h}_{2, s}^{T} & \mathbf{h}_{2, d}^{T}
\end{array}\right] \quad, \quad \boldsymbol{\Gamma}=\left[\begin{array}{c}
\gamma_{1}^{T} \\
\gamma_{2}^{T}
\end{array}\right]
$$

which are used in the expression for the Kalman gain

$$
\begin{equation*}
\mathbf{K}=\mathbf{P}_{k+1 \mid k} \mathbf{H}^{T}\left(\mathbf{H} \mathbf{P}_{k+1 \mid k} \mathbf{H}^{T}+\boldsymbol{\Gamma} \mathbf{R} \boldsymbol{\Gamma}^{T}\right)^{-1} \tag{26}
\end{equation*}
$$

The residual vector is $\mathbf{r}=\left[\begin{array}{ll}r_{1} & r_{2}\end{array}\right]^{T}$, and the state and the covariance update equations are

$$
\hat{\mathbf{x}}_{k+1 \mid k+1}=\hat{\mathbf{x}}_{k+1 \mid k}+\mathbf{K r}
$$

$$
\mathbf{P}_{k+1 \mid k+1}=(\mathbf{I}-\mathbf{K H}) \mathbf{P}_{k+1 \mid k}(\mathbf{I}-\mathbf{K} \mathbf{H})^{T}+\mathbf{K} \boldsymbol{\Gamma} \mathbf{R} \boldsymbol{\Gamma}^{T} \mathbf{K}^{T} .
$$

## C. New Plane Initialization

In Section III-B, we described the filter update step using a line measurement to one of the $N$ structural planes comprising the estimated map. We now present a procedure to initialize the state and covariance of a previously unknown plane the first time it is observed. ${ }^{4}$ When measuring a new plane, $\Pi_{N+1}$, we first determine if the plane's orientation, ${ }^{G} \boldsymbol{\pi}_{N+1}$, corresponds to one of the three cardinal directions considered in the map, $\mathbf{e}_{j}, j=1,2,3$. We employ a Mahalanobis distance test to measure the probability of correspondence, i.e., we compute the orientation residual $r_{1, j}=-\mathbf{e}_{j}^{T} \mathbf{C}^{T}\left({ }^{I} \hat{\bar{q}}_{G}\right)^{I} \ell_{m}^{\perp}, j=1,2,3$, and the covariance of the residual

$$
s_{j}=\left[\begin{array}{ll}
\mathbf{h}_{1, s}^{T} & \mathbf{h}_{1, d}^{T}
\end{array}\right] \mathbf{P}_{k+1 \mid k}\left[\begin{array}{l}
\mathbf{h}_{1, s}  \tag{27}\\
\mathbf{h}_{1, d}
\end{array}\right]+\sigma_{\phi}^{2} \boldsymbol{\gamma}_{1}^{T} \boldsymbol{\gamma}_{1}
$$

where $\mathbf{h}_{1, s}$ and $\gamma_{1}$ are the measurement Jacobians defined in (20) evaluated at ${ }^{G} \boldsymbol{\pi}_{i}=\mathbf{e}_{j}$. If the smallest Mahalanobis distance

$$
\begin{equation*}
\mu_{j \text { min }}^{2}=\min _{j} \frac{r_{1, j}^{2}}{s_{j}} \tag{28}
\end{equation*}
$$

is less than a probabilistic threshold, then a new landmark is initialized with normal vector ${ }^{G} \boldsymbol{\pi}_{N+1}=\mathbf{e}_{j \text { min }}$. After determining the new plane's orientation, we compute the distance to the new plane by solving (23) for $\hat{d}_{N+1}$, i.e.,

$$
\begin{equation*}
d^{\prime} \triangleq \hat{d}_{N+1}={ }^{G} \boldsymbol{\pi}_{N+1}^{T}\left({ }^{G} \hat{\mathbf{p}}_{I}+\mathbf{C}^{T}\left({ }^{I} \hat{\bar{q}}_{G}\right)\left({ }^{I} \mathbf{p}_{L}+\rho_{m}{ }^{I} \boldsymbol{\ell}_{m}\right)\right) \tag{29}
\end{equation*}
$$

and augment the state vector as $\hat{\mathbf{x}}^{\text {aug }} \triangleq\left[\begin{array}{lll}\hat{\mathbf{x}}^{T} & \mid \hat{d}_{N+1}\end{array}\right]^{T}$. Next, we need to augment the filter's covariance, which requires first partitioning the prior covariance into

$$
\mathbf{P}_{k+1 \mid k}=\left[\begin{array}{ll}
\mathbf{P}_{s s} & \mathbf{P}_{s d}  \tag{30}\\
\mathbf{P}_{d s} & \mathbf{P}_{d d}
\end{array}\right]
$$

where $\mathbf{P}_{s s}$ is the $15 \times 15$ sensor error-state covariance, $\mathbf{P}_{d d}$ is the $N \times N$ map error-state covariance, and $\mathbf{P}_{s d}=\mathbf{P}_{d s}^{T}$ are the $15 \times N$ cross-correlation components. We then compute the scalar variance of the new plane, $\mathbf{P}_{d^{\prime} d^{\prime}}$, and the correlation between the new plane and the current state, $\mathbf{P}_{d^{\prime} \mathbf{x}}$, i.e.,

$$
\begin{align*}
\mathbf{P}_{d^{\prime} d^{\prime}} & =\mathbf{h}_{2, s}^{T} \mathbf{P}_{s s} \mathbf{h}_{2, s}+\boldsymbol{\gamma}_{2}^{T} \mathbf{R} \gamma_{2}  \tag{31}\\
\mathbf{P}_{d^{\prime} \mathbf{x}} & =\mathbf{P}_{\mathbf{x} d^{\prime}}^{T}=\left[\begin{array}{ll}
\mathbf{h}_{2, s}^{T} \mathbf{P}_{s s} & \mathbf{h}_{2, s}^{T} \mathbf{P}_{s d}
\end{array}\right] . \tag{32}
\end{align*}
$$

[^2]

Fig. 3. A top-view of the estimated 3D trajectory during the 13 min experiment. The total length of the trajectory is 270 m . The trajectory starts on the first floor (bottom figure), climbs up the disability ramp and the front stairs (picture A), and traverses the corridors (picture B) of the second floor clockwise (top figure). Subsequently, it descends back to the first floor on the second staircase (picture C), and traverses the first floor (bottom figure) counter clockwise, returning to the origin. Picture D shows the curved intersection of the two corridors where no wall was detected. The estimated walls are depicted in blue, and the ceiling and floor have been omitted for clarity of presentation.

Lastly, the augmented covariance, $\mathbf{P}^{a u g}$ is computed as

$$
\mathbf{P}^{a u g}=\left[\begin{array}{cc}
\mathbf{P}_{k+1 \mid k} & \mathbf{P}_{\mathbf{x} d^{\prime}}  \tag{33}\\
\mathbf{P}_{d^{\prime} \mathbf{x}} & \mathbf{P}_{d^{\prime} d^{\prime}}
\end{array}\right]
$$

## D. Zero-Velocity Update

When the laser scanner does not detect any structural planes along certain directions for an extended period of time, the position estimates accumulate errors along those directions, due to accelerometer drift. This effect can be compensated by means of drift correction during instantaneous stationary periods of the motion [13]. The details of this procedure, termed zero-velocity update, are given in [8].

## IV. Experimental Results

Our proposed IMU-laser localization and mapping algorithm was evaluated with a sensing package comprised of a solid-state ISIS IMU operating at 100 Hz and a SICK LMS200 laser scanner operating at 10 Hz , mounted on a navigation box to $\log$ data. ${ }^{5}$ These sensors were interfaced to a laptop via RS-232 which recorded the time-stamped measurements. The data-logging software was implemented in C++, whereas the EKF was written in MATLAB.

We conducted the experiment in an indoor environment, along a closed-loop path of approximately 270 m in length (see Figs. 1 and 3). The 3D trajectory covered two floors of Akerman Hall at the University of Minnesota, which included traversing two stairways and a ramp. The environment

[^3]contained a multitude of clutter (e.g., trashcans, open and closed doors, storage boxes, and furniture), as well as normal pedestrian traffic flow. Despite the large amount of irrelevant objects observed by the laser scanner, our localization aid accurately captured the 3D layout of the building, which in turn enabled precise localization.

During the experiment, the motion profile of the sensor platform contained instantaneous stationary time periods to allow for zero-velocity updates [8]. These updates caused small reductions in the position estimates' covariance [see Fig. 4(a)]. Larger reductions in the covariance occurred whenever an estimated structural plane was redetected (e.g., $t=555 \mathrm{sec}, x$-axis update). The trajectory was accurately tracked, with an average position uncertainty of $3.18 \mathrm{~cm}(1 \sigma)$, and an average attitude uncertainty of $0.02 \mathrm{deg}(1 \sigma)$ [see Figs. 4(a), 4(b)]. The final position uncertainty after loop closure was $\left[\begin{array}{ccc}2.29 & 6.84 & 0.43\end{array}\right] \mathrm{cm}$ $(1 \sigma)$. This level of accuracy ensures that the system is safe for human navigation indoors, and can be used to help a person avoid hazards such as open stair wells. In addition to tracking the six d.o.f. pose of the person, a map was constructed which contained 16 walls and the ceilings of both building levels (see Figs. 1 and 3). The uncertainty of the least accurately estimated distance to a wall was 4.57 cm $(1 \sigma)$, whereas the average uncertainty for all planes was $1.51 \mathrm{~cm}(1 \sigma)$. The quality of the map and trajectory estimates is due to more than 19,000 measurement updates that were performed during the 13 minute trial. These measurement updates enabled the filter to remain consistent, an observation corroborated by the measurement residuals which lie within their $3 \sigma$ bounds [see Fig. 4(c)].

## V. Conclusions and Future Work

This paper presented a novel L-INS capable of 3D localization and mapping in indoor environments. In the proposed method, the orthogonal structural planes of the building are employed as landmarks to aid in localization. Since the building layout is not known a priori the planes' parameters are estimated concurrently with the six d.o.f. pose of the person. To this end, an EKF is utilized to fuse information from an IMU and a 2D laser scanner, and estimate the person's motion, and the building's structural planes. The validity of the approach is demonstrated experimentally in a multistory building, on a path that includes staircases, a disability access ramp, and corridors, with a normal flow of pedestrian traffic.

Our future work includes providing an efficient and intuitive system interface for a visually impaired person. Classification of the non-planar objects and obstacles by processing the laser scans is also within our near goals.
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[^0]:    ${ }^{1}$ A point ${ }^{G} \mathbf{p}$ lies on plane $\Pi_{i}$ if ${ }^{G} \boldsymbol{\pi}_{i}^{T}{ }^{G} \mathbf{p}-d_{i}=0$.

[^1]:    ${ }^{2}$ We utilized the Split-and-Merge algorithm [23] to segment the laserscan data and a weighted line-fitting algorithm [24] to estimate the line parameters $(\rho, \phi)$ for each line.
    ${ }^{3}$ The laser-to-IMU rigid transformation is computed off-line using a laser-to-IMU calibration procedure adapted from [25] to estimate $\left({ }^{I} \mathbf{p}_{L},{ }^{I} \bar{q}_{L}\right)$.

[^2]:    ${ }^{4}$ Previously detected planes (already in the state vector) are identified using a chi-square test [26].

[^3]:    ${ }^{5}$ This sensor pair was used for ease of implementation. We are currently replacing these sensors with the small-scale Hokuyo URG laser scanner, and the Memsense nIMU, which can easily fit on a white cane.

