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Abstract

Wireless Sensor Networks have been often used in the context of Greenhouse architectures. In this paper, an architecture 
is proposed for two Greenhouses based on Networked Control Systems. This architecture is IoT-based and built on top 
of switched Ethernet and Wi-Fi. Some sensors in the proposed architecture require a one-second real-time deadline. 
Riverbed simulations prove that there is zero packet loss and no over-delayed packets. An important contribution of 
this work is the design of a channel allocation scheme that prevents interference in this relatively large Greenhouse sys-
tem. Another contribution of this work is the introduction of fault tolerance at the controller level. If one controller fails 
in one of the Greenhouses, the other controller automatically takes over the entire operation of the two-Greenhouse 
system. Riverbed simulations again show that this fault-tolerant system does not su�er any packet loss or over-delayed 
packets. Continuous Time Markov Chains are then developed to calculate the reliability as well as the steady state avail-
ability of the two-Greenhouse system. The Coverage parameter is taken into account. Finally, a case study is presented 
to quantitatively assess the advantage of fault tolerance in terms of downtime reduction; this is expected to be attractive 
especially in developing countries.
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1 Introduction

Greenhouses have a fundamental role in modern agricul-
ture. They are structures that consist of walls and roofs and 
covered by a transparent material like glass. These struc-
tures provide the ability to control di�erent agricultural 
parameters and conditions so that an increase in plant 
growth and fruit production can be successfully achieved. 
Furthermore, they provide the means to overcome harsh 
conditions and environmental restrictions in plantations 
and produce crops with very good quality.

Greenhouses are in continuous evolvement start-
ing by deploying different sensor nodes that act as 
human observers. These sensor nodes replace human 

observations and measure the environmental parame-
ters and conditions inside the greenhouse in order to get 
more precise measurements with the desired sampling fre-
quency. Additionally, they allow gathering and processing 
of the collected measurements in order to determine the 
actual status of the greenhouses. Hence, a user interface 
is set up to display this information to the greenhouse 
stakeholders [1–3].

Moreover, adding a layer of IoT to this architecture has 
contributed to the evolvement of agriculture in green-
houses [4]. All the collected information coming from the 
nodes inside the greenhouse can be analyzed, stored over 
a cloud, and displayed to the end user from any Internet-
enabled device [5–7].
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The improvement in greenhouses is not only lim-
ited to monitoring and reporting any internal change 
in the environmental parameters and conditions but 
also allows the remote control of the different condi-
tions inside greenhouses [8, 9]. According to the gath-
ered information coming from the monitoring system, 
decisions can be taken regarding what should be done 
inside the greenhouse; the remote control system has 
the ability to send commands to the greenhouse’s dif-
ferent actuators to execute certain actions on irrigation 
valves and windows, for example. Through the use of 
microcontrollers, the decisions and commands can be 
triggered automatically inside the greenhouse when 
certain environmental condition change or triggered 
manually by a greenhouse administrator [10–15].

In previous works, however, small to medium systems 
that depend on wireless sensor networks (WSNs), were 
studied for proof of concept. In fact, there is no assurance 
that there is an existing system architecture that can be 
implemented on a relatively large scale and can guar-
antee efficiency and reliability. In this paper, the sug-
gested greenhouse architecture is studied as a hierarchi-
cal distributed Network Control System (NCS) [7, 8], i.e., 
an NCS would be suitable since the greenhouse system 
consists of several sensor nodes, controllers, and actua-
tors which are interconnected by a shared network that 
is designed for carrying small packets and is required 
to meet real-time constraints with the least amount of 
packet loss and high reliability. The NCS is established 
on top of Ethernet and Wi-Fi as in typical NCSs [16–19]. 
Unlike the existing literature which typically considers a 
single greenhouse [1–15], we consider a relatively large 
system that consists of two greenhouses to study not 
only the monitoring and control performance but also 
the fault tolerance capabilities of the system. Therefore, 
it will be shown how to allocate suitable Wi-Fi chan-
nels to enable this relatively large system to meet all 
NCS real-time constraints such as packet loss and delay 
[20–22]. Then, fault tolerance is discussed. Since the two 
identical greenhouses are connected to the same net-
work, it is proven that both can meet system constraints 
even if an error occurs in any one of the two controllers. 
Furthermore, this fault-tolerant model will increase sys-
tem availability and reliability which are very important 
system attributes especially for developing countries. 
Fault-tolerance is an aspect that distinguishes the pro-
posed architecture from previous systems described in 
the literature. In addition, this NCS is connected to the 
cloud using an internet gateway to provide the system 
with different IoT functionalities such as data analysis 
and greenhouse controller reprogramming or overrid-
ing. A preliminary version of this system has been briefly 

presented in [23] without in depth analysis of its fault 
tolerance characteristics.

The rest of this paper is organized as follows. In Sect. 2, 
several related works are presented. In Sect. 3, the pro-
posed system architecture is demonstrated with the sim-
ulation setup in Sect. 4. The Riverbed simulation results 
and analysis are presented in Sect. 5. Fault Tolerance of the 
proposed architecture is studied in Sect. 6. Finally, Sect. 7 
concludes the whole paper.

2  Related work

In this section, some related works to the scope of this 
paper, are presented. The greenhouse systems proposed 
in the related works can be classi�ed into monitoring sys-
tems, and monitoring and controlling systems.

2.1  Monitoring systems

Since the flowers quality is directly influenced by any 
minor change in the environmental conditions, Ref. [1] 
conducted an intensive research about the impact of the 
environmental change on the �owers, and proposed a 
monitoring system for �owers greenhouse. ZigBee tech-
nology was used to transmit the sensors reading to a coor-
dinator, then the information is transferred over USB to a 
graphical interface to be displayed to the user. A similar 
architecture was proposed by Srbinovska et al. [2] for a 
vegetable greenhouse, with the focus on attaining low 
power and low cost design. Another approach for the 
greenhouse monitoring system was proposed by Lui et al. 
[3] where a group of wireless sensor nodes are distributed 
inside the greenhouse to measure di�erent parameters 
and send their readings to the sink node.

Greenhouse monitoring systems can also be integrated 
with IoT; for example, Ref. [7] proposed a greenhouse 
WSN model for a monitoring solution in 2015, where 
each greenhouse has di�erent sensor nodes that send 
the measured values to the greenhouse coordinator. The 
greenhouse coordinator is physically connected to the 
Internet gateway. Likewise is the IoT based monitoring 
systems presented in [12–14]. The system presented in 
[15] does not use the IoT technology but also incorporates 
machine learning for early prediction.

2.2  Monitoring and controlling systems

In [8], a hierarchal WSN for a greenhouse monitoring 
and controlling system is proposed. It is composed of 
multiple layers of routers in a tree-shaped network, 
where the lowest level is for the sensor nodes distrib-
uted inside the greenhouse, and the top level is for the 
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network coordinator that aggregates all the sensors data. 
The network coordinator is in charge of taking decisions 
inside the greenhouse. It evaluates the sensor readings it 
receives and accordingly sends commands to the di�erent 
actuators to adjust the environmental parameters of the 
greenhouse. The wireless technology used in this model 
is ZigBee.

Dew condensation on the leaf surface has a harmful 
impact on the crops; therefore, Ref. [9] designed a green-
house monitoring and controlling system dedicated to 
preventing this phenomenon. The sensor nodes collect 
di�erent parameters that are substituted in Barenbrug 
formula to calculate the dew points of the leaves based 
on the dew points.

Similar to the monitoring systems, IoT can be part of 
the monitoring and controlling system, and it can have a 
more signi�cant contribution because the controlling pro-
cess can be triggered remotely by the user on a real-time 
basis [4]. The next references discuss various monitoring 
and controlling systems deployed inside greenhouses and 
integrated with IoT.

In [5], a greenhouse monitoring and controlling system 
composed of sensing and execution nodes distributed 
inside the greenhouse, was proposed. The network inside 
the greenhouse is connected to a coordinator and Internet 
gateway over ZigBee in order to deploy the IoT concept 
by sending the greenhouse information to the user, pre-
senting them on a GUI, and receiving the requests to be 
executed inside the greenhouse.

A wireless moisture sensor network was developed in 
[6] where soil moisture sensors are used to observe the 
condition of the soil, accordingly the water valves for irri-
gation are turned on or o�. The collected readings are 
transmitted to a gateway using ZigBee transceivers. The 
gateway is responsible for transmitting the data using WiFi 
or GSM modules to the central system where the collected 
data are displayed on any Internet enabled device.

In [10], a system design for a vegetable greenhouse was 
proposed. It is composed of four modules: (1) The data col-
lection module, which is composed of di�erent sensors, (2) 
The control module, which is composed of di�erent actua-
tors. (3) The control core module, which is responsible for 
three tasks: collecting the sensors data wirelessly, forward-
ing these data to the gateway, and evaluating the data in 
order to take the required actions inside the greenhouse 
through the actuators. (4) The power module which pow-
ers up the other 3 modules using solar energy.

In [11], a greenhouse system is proposed; this system 
is composed of some speci�c, IoT-based, subsystems that 
overtake the conventional farming process. These subsys-
tems apply enhanced irrigation system, air temperature 
and humidity control, growing LED light, smart apiculture, 
and end market connection.

All the aforementioned related works targeted the 
design of a system from monitoring and/or controlling a 
single greenhouse either locally or through the Internet. 
In contrast, we aim to design a greenhouse that connects 
several greenhouses not only through the Internet but 
also through a hierarchical distributed NCS to boost the 
system reliability and provide fault tolerance when one of 
the greenhouse fails.

3  Proposed system architecture

In this paper, an IoT-based greenhouse monitoring and 
remote control architecture that is applicable to vari-
ous types of crops, is proposed. The proposed architec-
ture does not only enable the autonomous control of 
the greenhouse operational conditions but also allows 
the owner/supervisors to remotely control the green-
house through the Internet. The owner also monitors and 
keeps record of the progress throughout the plantation 
period of the crops inside the greenhouse. As shown in 
Fig. 1, the proposed IoT architecture is composed of three 

Fig. 1  Proposed system architecture
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hierarchical layers: the Sensor/Actuator frontend Layer, 
the Data Management Layer, and Cloud-based Backend 
Layer. In the following subsections, all layers of the pro-
posed architecture are discussed.

3.1  Layer 1: sensor/actuator frontend

The frontend layer of the proposed architecture is the 
physical interface of the system and the greenhouse 
environment. It is responsible for collecting the needed 
data and implementing the appropriate control actions. 
The frontend layer of the architecture is composed of two 
sublayers: the data acquisition sublayer, and the actua-
tion sublayer. These two sublayers are interfaced to an 
access point that communicates the collected data and 
the needed action to the second layer of the architecture.

Data acquisition sublayer The data acquisition sublayer 
is responsible for gathering information from the green-
house and passing it to the next layers of the architecture 
for further processing. It consists of two main components: 
sensor nodes, and cameras. A sensor node is a simple 
microcontroller that hosts a collection of sensors. Those 
sensors measure the di�erent environmental parameters 
inside the greenhouse such as temperature, humidity, soil 
moisture, salinity, etc. Di�erent sensors have di�erent data 
rates according to the criticality of the measured param-
eter. The microcontroller of the data acquisition sublayer 
is equipped with a WiFi interface in order to transmit the 
collected data wirelessly to a local access point which 
relays the collected data to the next layer. The green-
house is divided into cells. Each cell is equipped with a 
single access point (located in the cell’s center), and sensor 
nodes are equally distributed to cover the surface area of 
the cell. In order to provide visual access to the di�erent 
cells across the greenhouse, four cameras are placed in the 
corners of each cell to capture live video with a resolution 
of 5 MP and a transmission rate of 12 FPS. Each camera is 
connected to the access point via Ethernet cable in order 
to reduce the interference between its high rate tra�c and 
the tra�c of the sensor nodes.

Actuation sublayer The frontend actuation sublayer 
implements the control actions taken by either of the 
other two layers of the architecture. For instance, it 
changes the light conditions or the speed of the fans, and 
controls the irrigation valves. This sublayer is composed 
of a simple microcontroller interfaced with a set of actua-
tors. In the proposed design, �ve actuators are used that 
control the lighting, irrigation, fans, and curtains inside the 
cell, in addition to a �re extinguisher actuator. All of the 
actuators take actions every 30 s expect for the �re actua-
tor which takes action every 1 s. The actuator nodes are 
connected to the access point of the respective cell using 

Ethernet cables in order to receive the control action com-
mands from higher layers of the architecture.

3.2  Layer 2: data management

The data management layer of the proposed architecture 
collects the data from the frontend data acquisition sub-
layer, processes such data locally and accordingly takes 
appropriate control actions inside the premises of the 
greenhouse. The control action is passed to the actua-
tion sublayer of the frontend where it is implemented. 
This layer is implemented via a powerful microcontroller 
(referred to in this paper as the greenhouse controller) 
such as the Raspberry Pi, Beaglebone, or Odroid XU4 
and is considered the internal brain of the greenhouse; 
it processes the readings gathered by the sensors, and 
sends commands to the actuators according to the algo-
rithm customized for the type of the plant inside the 
greenhouse.

A particular owner or farming entity typically runs 
multiple greenhouses. In this case, each greenhouse is 
equipped with a single Layer 2 controller. The Layer 2 
controllers of the di�erent greenhouses share periodical 
watchdog signals to ensure each one’s functionality. If a 
failure occurs in one of the greenhouse Layer 2 controllers, 
the data acquired from the greenhouse of the failing con-
troller is forwarded to the controller of the nearby green-
house. Thus, the functioning greenhouse controller takes 
the required actions for both greenhouses simultaneously. 
This increases the reliability of the greenhouse system.

3.3  Layer 3: cloud‑based backend

The third layer of the proposed architecture is the cloud-
based backend that allows the data of the monitored 
greenhouses to be accessible through the Internet. The 
interface between Layer 2 and this layer is implemented 
through an Internet gateway. Each microcontroller node 
at Layer 2 collects the sensor data of its greenhouse and 
relays such data to an Internet gateway. The Internet gate-
way further relays the information (after analyzing it and 
creating aggregating reports) to a cloud server for storage 
and extensive data analysis. The Internet gateway also for-
wards requests from the cloud server to the layer 2 micro-
controller for the actuators at the physical layer nodes. 
Therefore, a remote greenhouse owner or supervisor, 
who has access to the Internet anywhere, can (1) receive 
a complete picture of all the information and actions 
taken inside the greenhouse(s) from Layer 1 and Layer 2, 
respectively, (2) reprogram the controller of the individual 
greenhouses or override the Layer 2 actions remotely over 
the Internet. The internet gateway is implemented using 
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a powerful microcontroller such as the Raspberry Pi, Bea-
glebone, or Odroid XU4 microcontrollers.

The backend cloud server facilitates the end-users’ 
ability to access the sensed data and control the actions 
if needed. These objectives are achieved by implement-
ing a set of services such as data storage, data analytics, 
data security, and data visualization. In addition, the cloud 
server provides an appropriate application program inter-
face (API) and software tools through which the end-user 
can access the data.

4  System simulation

Using Riverbed Modeler [24], the proposed system archi-
tecture is simulated. In the following subsections, the 
simulation setup, the di�erent simulation scenarios, and 
the performance evaluation metrics are discussed.

4.1  Simulation setup

The simulation model is composed of two greenhouses 
placed horizontally beside each other. Each greenhouse 
is 200 m in length and 40 m wide, divided into 5 square 
cells, 40 m × 40 m each. As shown in Fig. 2, the green-
house’s main controller is connected over Ethernet to (1) 
the access points of the cells (2) the Internet Gateway (3) 
the controllers of the neighboring greenhouses.

The greenhouse cell is a composite of sensor nodes, 
actuators, cameras, and an access point as shown in 
Figs. 3 and 4. The cameras and actuators are connected 
to the access point over Ethernet, while the sensor nodes 
are connected to the access point over WiFi IEEE-802.11n 
with a transmit power 5  mW. The frequency range is 
5 GHz since it supports a higher number of channels than 
those from 2.4 GHz. Due to the abundancy of channels, 
each cell within the same greenhouse uses a di�erent fre-
quency channel to eliminate interference. The channels 

assignment of the di�erent cells is listed in Table 1. The 
simulation setup parameters are summarized in Table 2.

4.2  Simulation scenarios

In order to validate the functionality and reliability of the 
proposed architecture, three di�erent simulation scenarios 
are performed to cover all the expected situations dur-
ing the operation of the greenhouse. The �rst scenario is 
the Fault-Free scenario where the main controllers of the 
two greenhouses are functioning properly. The other two 
scenarios are the Controller Failure scenarios, where the 
controller of one of the two greenhouses gets out of ser-
vice in each scenario.

Fault-free scenario In this scenario, the sensor nodes in 
each of the greenhouses are sending to their respective 
controller only. This setup represents the daily operation 
of the greenhouses without any failures. In such a setup, 
each main controller is operational and is receiving data 
from all sensors and cameras in addition to distributing 

Fig. 2  Greenhouse schematic

Fig. 3  Greenhouse cell
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commands to the actuators in the greenhouse. Addition-
ally, a watchdog signal is propagated between the two 
main controllers to acknowledge each other’s ability to 
operate properly. The parameters of the watchdog signal 
between the controllers are listed in Table 3.

Controller failure scenarios In these scenarios, the system 
is simulated when one of the two controllers fails. Dur-
ing normal operation, a watchdog signal is continuously 
being observed between the two greenhouses. When one 
of the greenhouse controllers fail, the other functioning 
greenhouse controller takes over the operations of both 
greenhouses. In this setup sensors and cameras of both 
greenhouses send their data to the functioning controller. 
Similarly, the control action to the actuators of the two 
greenhouses is sent from the functioning greenhouse 
controller.

4.3  Performance evaluation metrics

The complete information cycle inside the greenhouse starts 
from the sensor nodes when it sends the collected informa-
tion to the main controller of the greenhouse, and ends at 

the actuators that receive the required action commands 
from the controller. Accordingly, in order to be able to evalu-

ate the performance of the proposed system architecture, 
the metrics that indicate whether the di�erent simulation 
scenarios are performing as desired or not are de�ned.

Packet loss The �rst performance evaluation metric is the 
packet loss; packet loss in the information cycle means that 
some signi�cant data will be dropped out, which will lead 
to either taking a wrong action due to missing in the input 
data, or not taking the necessary action due to losing the 
packets that send the commands to the actuators.

Delay Overdelayed packets in the information cycle are 
undesirable, because it will cause taking actions at incorrect 
timing; therefore the total delay for the information cycle 
has to be below the timeout value, and the timeout here 
is de�ned by the data rate of the fastest part of the system, 
which is the �re system, where the �re sensors send and 
the �re actuators take action every 1 s. Even though typical 
greenhouses tolerate relaxed sensor reading delays, a tight 
1-s maximum delay is assumed due to the presence of �re 
sensor/actuator in the proposed system.

5  Riverbed simulation results

For each scenario, simulations were performed with 33 
seeds for 1800 s, and the maximum delays and packet 
losses for each seed were considered and analyzed with 
95% con�dence.

Fig. 4  Sensor nodes and 
access point for 1 cell

Table 1  WiFi channel assignment ID

Channel assignment Cell 1 Cell 2 Cell 3 Cell 4 Cell 5

Greenhouse 1 56 52 48 44 40

Greenhouse 2 36 60 64 149 153
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5.1  Packet loss

The simulation showed that there is no packet loss at any 
point of time during the simulation of the three scenarios 
over their 33 seeds. This result con�rms that the packet 
sizes and the data rates of the different nodes in the 

proposed architecture do not make the system vulnerable 
to any functionality issues due to packet loss.

5.2  Delay

The measured end-to-end delay inside the greenhouse 
includes packet transmission, propagation, processing, 
and queuing delay. It is divided into di�erent periods:

1. The �rst one is where the data collected by the sen-
sor nodes are transferred from the Data Acquisition 
sublayer in the Sensor/Actuator Front End Layer to the 
main controller of the greenhouse in the Data Man-
agement Layer.

2. The second phase is where the commands taken by 
the main controller are transferred back to the Sensor/
Actuator Front End Layer, but to the Actuation Sub-
layer.

3. An additional delay is added in the case of failure of 
the controller of the greenhouse, since the data col-
lected from the sensors nodes has to be forwarded to 
the controller of the neighboring greenhouse; simi-
larly, the commands in the second phase are taken 
at the controller of the neighboring greenhouse, and 
returned back to their own greenhouse.

For the Fault Free scenario, it is expected to have 
symmetrical amounts of delay for the two greenhouses 
because the information takes similar paths in both green-
houses with no dependency for any of the greenhouses on 
the other (see Fig. 5). The periods of delay encountered in 
each greenhouse are (1) and (2) only.

For the controller failure scenarios, it is expected to 
have higher amounts of delay for the greenhouse with a 
failing controller due to the additional delay of forward-
ing data to the controller of the neighboring greenhouse, 
and retrieving the commands to be executed by the actua-
tors, represented in delay period (3). Thus, the greenhouse 
with a failing controller encounters delay periods (1), (2), 
and (3), while the other greenhouse encounters (1) and 
(2) delays only.

The minimum and the maximum of the 95% con�dence 
analysis for the amounts of delay, performed for the maxi-
mum delay incident per seed for the 33 seeds of each sce-
nario are analyzed.

The results were as expected; the delays of the two 
greenhouses in the Fault Free scenario were comparable, 
while for the Controller Failure scenarios, some variation 
appeared. In the simulation, Controller Failure Scenario 1 
has the controller of greenhouse 1 failing, and Control-
ler Failure Scenario 2 has the controller of greenhouse 2 
failing.

Table 2  Simulation parameters summary

Sensor node information

Number of sensors 9

Sensor packet size 1 byte

Sensor nodes transmit power 5 mW

Sensors data rate (bytes/s) Temperature 1/30

Humidity 1/30

Light 1/30

Soil moisture 1/30

Salinity 1/30

Dew 1/30

Pesticides 1/5

Fire 1

CO2 1

Actautors and cameras information

Number of actuators 5

Actuator packet size 10 bytes

Actuators data rate (bytes/s) Lighting 1/30

Irrigation 1/30

Fans 1/30

Curtains 1/30

Fire 1

Cameras resolution 5 MP

Cameras transmission rate 12 FPS

Cell Information

Dimensions 40 m × 40 m

Number sensor nodes 40

Number of actautors Lighting 1

Irrigation 1

Fans 1

Curtains 1

Fire 1/5

Number of cameras 4

Wi� information

Wireless protocol IEEE 802.11n

Access points transmit power 10 mW

Table 3  Watchdog signal 
parameters

Parameter Value

Packet size 1 byte

Application layer 
protocol

FTP

Period 1 s
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As shown in Fig. 6, for the maximum delay from the 
sensor nodes to the controller, it changed for greenhouse 
1 from 5.94  ms in the Controller Failure Scenario 1 to 
5.83 ms in the Controller Failure Scenario 2 to with a 1.89% 
decrease. On the other side, it changed for greenhouse 2 
from 5.74 ms in the Controller Failure Scenario 1 to 5.89 ms 
in the Controller Failure Scenario 2, with a 2.61% increase.

For the maximum delay from the controller to the actu-
ators, as shown in Fig. 7, it changed for greenhouse 1 from 
0.02 ms in the Controller Failure Scenario 1 to 0.01 ms in 
the Controller Failure Scenario 2 to with a 100% decrease. 
On the other side, it changed for greenhouse 2 from 
0.01 ms in the Controller Failure Scenario 1 to 0.02 ms in 
the Controller Failure Scenario 2, with a 100% increase.

Summing up both delays in Fig. 8 for the maximum 
total delay, it changes for greenhouse 1 from 5.96 ms in 
the Controller Failure Scenario 1 to 5.84 ms in the Con-
troller Failure Scenario 2 to with a 2.05% decrease. On the 
other side, it changed for greenhouse 2 from 5.75 ms in the 
Controller Failure Scenario 1 to 5.91 ms in the Controller 
Failure Scenario 2, with a 2.78% increase.

Tables 4, 5 and 6 summarize the simulation results 
for delay. Table 4 shows the delays for the fault free sce-
nario, Table 5 for the controller failure scenario with the 
controller of the first greenhouse failing, and Table 6 for 

Fig. 5  Delay from sensor to 
controller in both greenhouses 
for one seed in error-free 
scenario
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Fig. 6  Maximum delay from sensor nodes to controller for control-
ler failure scenarios
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Fig. 7  Maximum delay from controller to actuators for controller 
failure scenarios
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Fig. 8  Maximum total delay for controller failure scenarios
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the controller failure scenario with the controller of the 
second greenhouse failing.

This variation matches the expectations of having 
higher amounts of delay for the greenhouse with a fail-
ing controller.

However, the maximum delay for the complete infor-
mation cycle in both greenhouses for all the scenarios 
is negligible compared to the timeout value, which is 
1 s. Accordingly, the delays for this system architecture 
are proven to be acceptable and not causing any func-
tionality issues.

6  System evaluation using CTMCs

From a fault tolerance point of view, the two-greenhouse 
architecture described above is a 1-out-of-2 system. 
For the system to be operational, only one control-
ler is required to be error-free. The system will only be 
subjected to a complete failure if the second control-
ler fails before the first controller is repaired. Obviously, 
this fault-tolerant scheme is expected to produce much 
higher reliability, Mean Time to Failure (MTTF) and steady 
state availability when compared to those of the indi-
vidual greenhouses (without any fault tolerance).

It is important to note here that controller errors may 
damage plants in greenhouses. This depends heavily on 
the type of crops grown in the greenhouse. For ornamen-
tal plants and �owers for example, variations in tempera-
ture and/or humidity can have severe e�ects that may 
lead to signi�cant �nancial losses if certain actions are 
not taken in time. Another example of the harmful e�ect 
of controller failure can be seen when certain types of 
vegetables and seedlings are grown in greenhouses. In 
summary, a controller failure can lead to a serious down-
time in the operation of a greenhouse and this can be very 
costly especially in developing countries. In these coun-
tries, spare parts are seldom stored on site; even dealers 
may often not store spare parts and only order them from 
abroad when needed. The time it takes to import spare 
parts may su�er large variations due to the unpredictabil-
ity of customs inspections.

Continuous Time Markov Chains (CTMCs) will be used 
in this research to calculate system reliability and MTTF as 
well as system steady state availability. Reliability stands 
for the probability that the system is alive at time (t) 
while MTTF is the average time for the whole system to 
fail. Finally, the system Steady State Availability (Avss) is 
the probability that the system in not in the failure state 
assuming it is repaired after a complete system failure. In 
these models, it is often assumed that the time to failure 
for a component follows the exponential distribution [25, 
26]. This assumption will also be used in this work. Let λ1 
be the failure rate of the controller in K1 (the �rst green-
house) and λ2 the failure rate of K2 (the controller in the 
second greenhouse). In general, λ1 ≠ λ2. Furthermore, let 
µ be the repair rate for repairing a controller. Note that 
1/µ = MTTR, where MTTR is the Mean Time to Repair a 
controller.

Another important parameter in the development of 
the CTMC is the coverage. The coverage “c” is de�ned as 
the conditional probability of successful error detection 
and recovery when one of the two controllers (K1 or K2) 
fails [25–27]. Figure 9 shows this CTMC for the reliability 
and MTTF calculations with coverage. The model has four 

Table 4  Fault-free scenario delay

Fault-free scenario delay ms

Greenhouse 1

Sensor nodes > controller [5.61;6]

Controller > actuators [0.02; 0.02]

Total delay [5.63; 6.02]

Greenhouse 2

Sensor nodes > controller [5.54; 5.92]

Controller > actuators [0.02; 0.02]

Total delay [5.56; 5.94]

Table 5  Controller failure—scenario 1 delay

Controller failure scenario 1 delay (ms) ms

Greenhouse 1 (failing controller)

Sensor nodes > controller [5.58; 5.94]

Controller > actuators [0.02; 0.02]

Total delay [5.6; 5.96]

Greenhouse 2

Sensor nodes > controller [5.3; 5.74]

Controller > actuators [0.01; 0.01]

Total delay [5.32; 5.75]

Table 6  Controller failure—scenario 2 delay

Controller failure scenario 2 delay (ms) ms

Greenhouse 1

Sensor nodes > controller [5.44; 5.83]

Controller > actuators [0.01; 0.01]

Total delay [5.46; 5.84]

Greenhouse 2 (failing controller)

Sensor nodes > controller [5.52; 5.89]

Controller > actuators [0.02; 0.02]

Total delay [5.54; 5.91]
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states: K1K2, K1, K2 and Failure. In state K1K2, the system 
is working correctly with both controllers error-free. This 
is the initial system state. If K2 fails (with a rate c × λ2), the 
fault-tolerant system moves to state K1, i.e., K1 is the con-
troller responsible for the operation of both greenhouses. 
Similar case when K1 fails, the system goes to state K2 
(with a rate c × λ1). Accordingly, the transition from state 
K1K2 to state “Failure” becomes (1 − c) × (λ1 + λ2).

When the system in state K1 (or K2), the failure of the 
other controller K2 (or K1) will produce a system failure 
(state “Failure”). The rate of this transition is λ1 (or λ2) indi-
cating the failure of K1 (or K2). In other words, if the error 
detection/recovery from the failure of K2 (or K1) is not 
successful, the entire two-greenhouse system fails and 
moves to state “Failure”. Finally, it is important to note that 
the transitions from state K1 or K2 back to state K1K2 are 
equal to µ.

Similar to Figs. 9 and 10 shows the reliability Markov 
model of the two greenhouses, however, with coverage 
(c = 100%) which is the same as the reliability model for a 
simple 1-out-of-2 system. Regarding the availability model 
of the system, Fig. 11 shows that when the system is in the 
Failure state, either K1 (or K2) could recover with a repair 
rate µ to return back to state K1 (or K2). The di�erence 
between the reliability model and the availability model 
is the trapping state “Failure” found in the earlier one, i.e., 
there is no recovery when reaching this state.

The CTMC in Fig. 11 can be represented by the follow-
ing Chapman–Kolmogorov equations [25, 26]:

where P is the vector of state probability functions and T 
is the di�erential state-transition rate matrix.

Knowing that P (0) = [1 0 0 0] and the summation of all 
probabilities is 1, the sys-tem is solved to obtain PK1K2 (t), 
PK1 (t) PK2 (t), and PFailure (t). The system availability at any 
point of time will be equal to:

Solving for the steady state availability, dP⁄dt in (1) is set 
to 0. Then the AVss is as follows:

(1)
dP

dt
= P × T

(2)T =

⎡
⎢
⎢
⎢
⎣

−�2 − �1 �2 �1 0

� −�1 − � 0 �1

� 0 −�2 − � �2

0 � � −2�

⎤
⎥
⎥
⎥
⎦

(3)P =
[

PK1K2(t) PK1(t) PK2(t) PFailure(t)
]

(4)AV (t) = 1 − PFailure(t)

(5)AV
ss
= 1 −

�1�2

(�1 + �)(�2 + �)

A similar analysis is used to obtain the reliability of the 
system which is �nding the probability that the system 
is alive at time t. The reliability Eq. (6) is then similar to 
the availability Eq. (4). The same mathematical procedures 
starting from (1) are performed, however, with a minor 

Fig. 9  Reliability Markov Model with coverage

Fig. 10  Reliability Markov Model with coverage = 100%

Fig. 11  Availability Markov Model



Vol.:(0123456789)

SN Applied Sciences (2019) 1:223 | https://doi.org/10.1007/s42452-019-0227-8 Research Article

variation in the di�erential state-transition rate matrix 
T. The modi�cation is changing the last row in (2) to all 
zeroes following the model in Fig. 10.

Next is a simple case study to illustrate the advantage 

of using this fault-tolerant scheme. Let λ1 = (1/6) month−1 
and λ2 = (1/8) month−1. Furthermore, let µ = 2 month−1. 
Using the software tool SHARPE [28], the reliability of the 
two greenhouses with respect to several values of cover-
age (c = 90%, c = 95%, c = 100%) is shown in Fig. 12. The 
maximum reliability is obtained from 100% coverage (as 
expected). 

Regarding the MTTF of the system with respect to 
changes in the coverage, Table 7 shows the coverage for 
95% coverage for example is 35 months (approximately 
3 years).

Finally, The SHARPE package is used to obtain the 
Steady State Availability (AVss) of the model in Fig. 11; 
it is found to be equal to 99.547%. Obviously, stor-
ing spare parts on site will increase the repair rate 
µ. If µ = 30  month−1, AVss will increase to become 
99.9977%. Without any fault tolerance in the two green-
houses, AVss for K1 and K2 would be 92.3% and 94.1% 
respectively if µ = 2 month−1 and 99.45% and 99.59% if 
µ = 30 month−1. Hence, storing spare parts on site will 
slightly increase AVss; however, if spare parts have to 
be imported when a failure occurs, fault tolerance has 
a major effect on AVss. An important conclusion to be 
drawn from this case study is that, if it is difficult to store 
spare parts on site, fault tolerance will guarantee a very 
high AVss.

(6)R(t) = 1 − PFailure(t)

7  Conclusion

Greenhouses and precision agriculture are currently a very 
important research topic. They are usually studied in the 
context of Wireless Sensor Networks (WSNs). In this paper, 
a relatively large two-Greenhouse system is designed. It 
is based on the concept of Networked Control Systems 
(NCSs). It is connected to the cloud. Riverbed simulations 
showed that the Greenhouse design was able to satisfy the 
required real-time constraints since some sensors had a 1 s 
sampling rate. The channel allocation scheme used in the 
design prevented interference from a�ecting the system. 
Fault tolerance was then examined. Riverbed simulations 
again showed that, in the event of the failure of one of the 
controllers in one Greenhouse, the operating controller 
in the other Greenhouse was able to operate the entire 
system correctly.

Reliability and availability were then investigated. Con-
tinuous Time Markov Chains (CTMSs) were developed to 
calculate both system reliability and system steady state 
availability. The Coverage was taken into account in all cal-
culations. Lastly, a case study was presented and it showed 
the improvement in reliability and steady state availabil-
ity due to the introduction of fault tolerance. The Mean 
Time to Failure (MTTF) was also calculated. This speci�c 
case study highlighted the fact that fault tolerance can 
signi�cantly reduce the downtime due to the fact that, in 
many developing countries, spare parts are not stored on 
site and the repair time is relatively large.
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