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ABSTRACT Silicon wafer is the raw material of semiconductor chip. It is important and challenging to

research a fast and accurate method of identifying and classifying wafer structural defects. To this end,

we present a novel detection method in terms of the convolution neural networks (CNN), which achieve

more than 99% detection accuracy. Due to the wafer images are not available by open datasets, a set of

imaging acquisition system is designed to capture wafer images. Digital image preprocessing technology is

utilized to split a wafer image into thousands of silicon grain images. The proposed model, calledWDD-Net,

uses depthwise separable convolutions and global average pooling to reduce parameters and calculations,

adopts multiple 1∗1 standard convolutions to increase the network depth. Specifically, two types of CNN

models, VGG-16 and MobileNet-v2, are adopted for comparative analysis. Using the aforementioned three

models, the comparative experiments are implemented on data sets that consisting of more than ten thousand

grain images. The experimental results show that compared with VGG-16 and MobileNet-v2, the detection

speed of the WDD-Net is 105.6FPS, which is 5 times faster. The model size of the WDD-Net is 307KB,

which is much smaller than the other two. Furthermore, the WDD-Net directly completes the data collection

and defect detection process through the local computing equipment, which is suitable for edge computing.

INDEX TERMS Image classification, neural networks, semiconductor manufacturing, machine learning.

I. INTRODUCTION

With the development of science and technology, chip has

become the basic energy for industrial production, and its

quality is of vital importance. Silicon wafer processing is the

basis of semiconductor manufacturing [1], [2]. Wafer defect

detection is one of the key challenges facing the semiconduc-

tor manufacturing companies. Different wafer defects have

unique patterns for identification and classification due to

their spatial dependence on wafer images. Inspectors identify

wafer defects by inspecting wafer images. Since the inspec-

tion task requires extreme concentration, the time that an

inspector can continue the task is quite limited, and still,

it tends to be quite slow and inaccurate [3]–[5].

With the development of inspection technology, auto-

matic wafer defect detection (WDD) has become a research

hotspot. Because silicon wafers are soft and fragile, they

The associate editor coordinating the review of this manuscript and
approving it for publication was Ying Li.

must be detected by non-contact measurements. In recent

studies, themachine vision system has the advantages of wide

measurement range, no contact and high stability [6], [7].

Building machine vision system and implementing defect

detection based on machine learning methods is very suitable

for the non-contact detection task [8]–[10]. The machine

vision systems include the following processes mostly: image

acquisition, image processing, judgment and recognition, and

automatic marking. The machine learning algorithms extract

edge feature, surface texture and pattern information from

the collected images, process and output the image recog-

nition results, which are the core of machine vision sys-

tems [11]–[13].

Machine learning algorithms can be divided into two cat-

egories, CNN-based methods and non-CNN-based methods.

Non-CNN-based methods such as k-means [14], multi-frame

differential image summation [15], template matching [16]

and spectral subtraction [17], [18] are effective for detecting

defects in some larger size wafers.

24006 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
VOLUME 8, 2020

https://orcid.org/0000-0002-4456-660X
https://orcid.org/0000-0002-0835-0473
https://orcid.org/0000-0003-0810-259X
https://orcid.org/0000-0002-5546-7711
https://orcid.org/0000-0002-2170-4918
https://orcid.org/0000-0002-5119-9326
https://orcid.org/0000-0001-8964-9399


X. Chen et al.: Light-Weighted CNN Model for Wafer Structural Defect Detection

FIGURE 1. Three structural defects and defect-free(d). Redundant(a) is a
wafer surface defect caused by tiny particles, dust, residues, etc. Crystal
defects(b), also known as slip line defects, caused by uneven heating
during crystal growth. Mechanical damage(c) is generally caused by
chemical mechanical grinding in the steps of polishing, slicing, etc.

With the in-depth study, convolutional neural net-

works (CNN) are invoked to find high accuracy detection

approaches. CNN, as an excellent feature extraction mod-

ule, becomes an indispensable part for image classification.

They have achieved a great success on kinds of tasks, such

as weather recognition [19], industrial components defect

detection [20], video surveillance [21] and so on.

In the wafer defect detection, CNN also achieved a

good performance. Hui Han proposed a defect segmentation

method for polycrystalline silicon wafer by means of the

deep convolutional networks, which can segment various

defects in silicon wafer by training with small amount of

roughly marked defect images [22]. Nakazawa presented a

method for wafer map defect detection by using CNN. A total

of 28600 synthetic wafer maps were used for CNN training,

validation, and testing. This method has an overall classifi-

cation accuracy of 98.2% for 6600 test dataset [23]. Kyeong

Kiryong used the CNN-based method to classify mixed-type

defect patterns in wafer bin maps in the framework of an

individual classification model for each defect pattern [24].

Jianbo Yu proposed stacked convolutional sparse denoising

auto-encoder (SCSDAE) for wafer map pattern recognition

(WMPR), in which the features can be extracted from maps

directly [25]. Sejune Cheon given an automatic defect clas-

sification method based on deep learning that automatically

classifies various types of wafer damage by adopting a single

CNN model to extract features without additional feature

extraction algorithms [26]. Unsupervised learning networks

such as encoder-decoder neural network [27], and generative

adversarial network [28] are used for wafer defect feature

segmentation recently.

The aforementioned methods focused mainly on the detec-

tion of wafer mixed-type defect and wafer map. However, the

classification of wafer structure defects is rarely considered.

Wafer structure defect mainly refers to the component defects

on the surface of the wafer. A wafer usually consists of thou-

sands of chips, called grains. There are three common struc-

tural defects on grains in practice, namely redundancy, crystal

defects andmechanical damage, as shown in Fig.1(a), (b), (c).

A normal grain should be crystal-complete, regular in shape

and free of turbidity, as shown in Fig.1(d).

This paper focuses on the detection of structural defects

in wafer. A novel model, named WDD-Net is proposed

FIGURE 2. The wafer inspection device.

and specified. VGG-16, a high-precision CNN model, and

MobilenNet-v2, a lightweight CNN model, are selected as

comparison research. Comparative experiments are imple-

mented on the detection speed, detection accuracy and model

size respectively to verify the performance of the models.

The remainder of this paper is organized as follows.

In Section 2, we introduce the machine vision system and

data preprocessing process. In Section 3, the components

of WDD-Net and two comparison models VGG-16 and

MobileNet-b2 are specified. In Section 4, data augmentation

methods are introduced to solve the data unbalance problem.

In Section 5, comparative experiments are implemented in

the aspects of detection speed, detection accuracy and model

size, respectively. Section 6 summarizes this work and briefly

discusses possible future extensions.

II. MACHINE VISION SYSTEM AND DATA

PREPROCESSING

A. MACHINE VISION SYSTEM

Due to the wafer images are not available by open datasets,

a set of wafer inspection device shown in Fig.2 is designed

and manufactured. It is composed of four parts: camera sys-

tem, wafer stage, control center and marking device.

The schematic diagram is shown in Fig.3. A MD-UB1000

CMOS camera is used to capture wafer images. The cam-

era is fixed by the lead screw directly above the detec-

tion device. The lens of the camera is MV-JT08. The

FJI-RL150-A00-W ring light source is selected to ensure that

all grains in the wafer receives light evenly. The resolution of

the camera is 3664∗2748. As shown in Fig.4(b), dozens of

ventilation holes evenly distributed on the wafer stage. The

wafer is gently adsorbed by small negative pressure from an

air pump. The control center consists of two programmable

logic controllers (PLCs) and a computer. The PLCs control

the servo motors to move the wafer stage by the coordinates

inferred from detection results. The computer is in charge

of processing images, running algorithms, and outputting
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FIGURE 3. The schematic diagram of the wafer inspection device.

FIGURE 4. Image acquisition system. camera system (a), wafer stage (b).

FIGURE 5. A standard wafer image.

detection results. Themarking devicemarks the defect grains.

It is assembled and debugged in our lab.

The wafers in this article are four inches, as shown in Fig.5.

Each grid in the circular wafer image contains a grain. The

size of a grain is 60 mils, which is 1.524 mm. One pixel in the

standard wafer image is approximately equal to 0.0544mm.

B. DATA PREPROCESSING

As shown in Fig.5, the image acquisition system captures

entire wafer images. The image we need for CNN-based

detection is the grains shown in Fig.1, so we partition the

entire wafer image into separated grain images. As shown

FIGURE 6. Local area before and after processing. Before processing(a),
after processing(b).

FIGURE 7. Contour of all contours.

in Fig.6(a), it is clear to see that there are some noise dots

between the gaps, which will cause the contours of the grains

to be no longer independent and complete. The open oper-

ation has the effect of smoothing the contour of the grains,

breaking the narrow connection and removing the small pro-

truding parts. Choosing the appropriate threshold and mask

ensure the noise information in the grid gap be removed while

the contour information is retaining. It can be seen that the

edges of grains are obviously clear and most noise dots are

eliminated in Fig.6(b).

We take the Findcontours function in open source

computer vision library (OpenCV) to implement contour

extraction. The hierarchical tree indexing and the rectangu-

lar contour approximation method are used to find all con-

tours. The actual grain size is 1.524mm, corresponding to

28∗28 pixels in the wafer image. The contours that far beyond

and below 28 pixels are not advisable. Thus we delete the

contours whose width and height are less than 20 pixels or

more than 35 pixels. Wafer image as shown in Fig.5 can be

extracted 4324 contours, 3240 contours are retained with the

restriction. To filter the background noise, the 3240 contours

are displayed in a blank template as shown in Fig.7.

The returned array of Findcontours function stores the

width, height, and coordinate information of each contour.

24008 VOLUME 8, 2020
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Cutting the original image shown in Fig.7 in accordance with

the width, height, and coordinate information of each contour.

In this way we cut 3240 contours into 3240 grain images.

By the preprocessing, we get the grains without reduction or

redundancy. Each grain image is labelled by the coordinates

of the left-up corner of the grid.

III. METHODOLOGY

CNN are widely used in computer vision to extract

translation-invariant features. As shown in Fig.8, CNN is

composed of input layer, hidden layer and output layer. The

hidden layer is usually composed of convolutional layer,

pooling layer and fully connected layer, which is the core

part of CNN. The front part of CNN extracts the represen-

tative high and low frequency features in the image. In the

deeper hidden layer, more general and complete features

are extracted. The outstanding characteristics of CNN-based

methods exists in the following three aspects: (i) local con-

nection ensures the filters response to local input sensitively.

(ii) weight sharing reduces the parameters quantity greatly.

(iii) pooling reduces dimensions of the data while retaining

useful information.

FIGURE 8. The basic structure of CNN.

Using the CNN-based methods, we transformed the wafer

structural defect detection into an image classification of four

classes (defect-free, redundancy, crystal defects and mechan-

ical damage).

A. WDD-NET

Detection accuracy and detection speed are two of the most

important indicators for wafer inspection task. Considering

these two factors, we proposed a novel CNN-based model

WDD-Net. The structure of the model is shown in Fig.9,

and the layer outputs and parameters are shown in Table 1.

The convolution part includes a 3∗3 standard convolution

and three depthwise separable convolution (3∗3 separation

convolution and 1∗1 standard convolution). Considering that

the brightness of the wafer foreground target (wafer defects)

is lower than the background, we use the average pooling at

the last layer to ensure the integrity of the information, pre-

venting the loss of shallow features. We take global average

pooling(GAP) [29] replace the fully connected layer. A very

FIGURE 9. The architecture of WDD-Net.

TABLE 1. Layer outputs and parameters of WDD-Net.

fatal weakness of the fully connected layer is that the number

of parameters is too large, especially the fully connected layer

connected to the last convolutional layer. The huge amount

of parameters on the one hand leads to a reduction in the

speed of training and testing. On the other hand, it may lead

to over-fitting. The GAP can effectively reduce the parameter

quantity, and is more robust to the transformation of spatial

information. Finally, we use Softmax to output the classifica-

tion results.

The core idea of WDD-Net is to reduce the amount of

parameters and calculations while preserving the depth of the

network. It has the following characteristics:
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FIGURE 10. The convolutional combination structure of WDD-Net.

(i) Depthwise separable convolution combined with stan-

dard convolution. WDD-Net uses depthwise separable con-

volutions [30], [31] to reduce the amount of parameters and

calculations, and uses multiple 1∗1 standard convolutions to

increase the network depth and improve model performance.

(ii) The feature complexity of the four types of grains is

limited. In order to preserve shallow features such as edges

and angles, the average pooling is adopted at the last layer.

(iii) Use the global average pooling layer instead of the

fully connected layer.

Fig. 10 shows the convolutional combination structure of

WDD-Net. The size of all depthwise separable convolution

kernels is 3∗3. After using the standard convolution of 3∗3

once, the size of the rest of the standard convolution kernel

is 1∗1.

1) DEPTHWISE SEPARABLE CONVOLUTION

Fig.11 shows the composition of the depthwise separable

convolution. For input (DF ,DF ,M), the standard convolution

K(DK ,DK ,M,N), the standard convolution calculation for-

mula is:

Gk,l,n =
∑

i,j,m

Ki,j,m,n×Fk+i−1,l+j−1,m (1)

The amount of calculation Nc is:

Nc = DK×DK × M × N × DF × DF (2)

Split the standard convolution K(DK ,DK ,M,N) into a

depthwise convolution(DK ,DK , 1,M ) and a pointwise

convolution(1, 1,M ,N ). The separable convolution calcula-

tion formula is:

˙Gk,l,n =
∑

i,j

˙Ki,j,m,×Fk+i−1,l+j−1,m (3)

The amount of calculation is reduced:

DK×DK × M × DF×DF + M × N × DF×DF

DK×DK × M × N × DF×DF
=

1

N
+

1

D2
K

(4)

FIGURE 11. The composition of the depthwise separable convolution. The
standard convolutional filters in (a) are replaced by two layers: depthwise
convolution in (b) and pointwise convolution in (c).

FIGURE 12. Global average pooling instead of fully connected layer.

2) GLOBAL AVERAGE POOLING(GAP)

Global average pooling calculates an average of all pixels

in the feature map of each channel output from the previous

layer, obtains a feature vector with the same dimensions and

number of categories, and then inputs it to the Softmax layer.

As shown in Fig.12, the global averaging pooling takes each

feature graph as the confidence output corresponding to that

category. A large number of parameters and calculations of

the fully connected layer are saved.

3) Softmax

As shown in Fig.13, Softmax layer as the output layer. The

Softmax layer maps the input to a range of values from 0 to 1,

the sum of these values is 1.

∑J

i=1
σi (z) = 1 (5)
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FIGURE 13. The structure of the Softmax layer.

i is the subscript order of the nodes. The output node with the

highest probability is selected as the prediction target. Each

output node represents a classification, and the excitation

function of each node is:

yi = σi (z) =
ezi

∑m
j=1 e

zi
(6)

Cross-entropy is used in combination with Softmax to eval-

uate the difference between the probability distribution and

the real distribution. It characterizes the distance between

the actual output and the expected output. The smaller the

value of the cross-entropy, the closer the two probability

distributions are. The expression in the case of binary clas-

sification is:

L = −[y× log (p) + (1 − y) × log(1 − p)] (7)

In the formula, y represents the label of the sample, the pos-

itive class is 1, and the negative class is 0. p represents the

probability that the sample is predicted to be positive. Multi-

classification is an extension of binary classification:

L̂ = −
∑M

c=1
yclog(pc) (8)

In the formula, M is the number of categories. yc is the

indicator variable (0 or 1), 1 if the category is the same as the

sample category, 0 otherwise. pc is the prediction probability

that the observation sample belongs to category c.

B. COMPARISON METHOD

1) VGG-16

VGG-16 performs well in image classification and target

detection tasks [32]. VGG-16 consists of 13 convolution

layers (divided by five maximum pooling layers) and three

fully connected layers. VGG-16 has five convolution parts,

each of which is composed of multi-layer convolution and

maximum pooling. All the convolution layers have the same

configuration: the size of the convolution core is 3∗3, the step

size is 1, and the filling size is 1. The size of maximum

pooling is 2∗2 and the step size is 2. The first two layers

of the full connection layer are 4096 channels, and the third

layer is 1000 channels representing 1000 label categories

respectively. The last layer is Softmax layer. The number of

convolution channels in the first layer is 64. The number of

channels doubles with each maximum pooling. By stacking

small convolution cores of 3∗3 and maximum pooling of 2∗2

FIGURE 14. The architecture of VGG-16.

TABLE 2. Layer outputs and parameters of VGG-16.

repeatedly, the network performance is improved. The struc-

ture of the model is shown in Fig.14, the layer outputs and

parameters are shown in Table 2.

2) MobileNet-v2

MobileNet was presented by the Google team and published

on CVPR-2017 [33]. MobileNet-v2 is a network designed

for mobile and embedded deep learning applications. The

basic unit of MobileNet-v2 is depthwise separable convo-

lution. The depthwise separable convolution can be broken

down into two smaller operations: depthwise convolution and

pointwise convolution. Standard convolution uses a standard

convolutional convolution kernel on all input channels, while

depthwise convolution uses a different convolution kernel for

each input channel. Pointwise convolution is the 1∗1 standard

convolution. First, the depthwise convolution convolve the

different input channels separately, and then the output is

combined by pointwise convolution. This method reduces

the amount of calculations and the amount of model param-

eters greatly. MobileNet-v2 first improves the dimensional-

ity to extract features, and then reduces the dimensionality.
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FIGURE 15. The architecture of MobileNet-v2.

TABLE 3. Layer outputs and parameters of MobileNet-v2.

The structure of the model is shown in Fig.15, and the layer

outputs and parameters are shown in Table 3.

3) APPLICABILITY COMPARISON

VGG-16 is one of the most popular CNN models for image

classification tasks. It has the advantages of high adaptability

and high precision. It can process high dimensional data com-

prehensively and solve the problem of image classification

and positioning of 1000 categories. However, the training

process of VGG-16 needs a large number of data samples

to support. And it requires a lot of computing and memory

resources.

Mobilenet-v2 is an improved lightweight CNNmodel. The

purpose of the lightweight model is to solve two problems of

CNN. (i) Storage issues. Hundreds of layers of networks have

FIGURE 16. Four types of grain images.

a large number of weight parameters. Saving a large number

of weight parameters has high requirements on the memory

of the device. (ii) Speed issues. In practical applications,

the speed standard is often in themillisecond level. Therefore,

in addition to improving the performance of the processor,

the amount of computation must be reduced. Mobilenet-

v2 reduces parameters without losing network performance.

It is well suited for deployment on mobile devices with

priority on memory usage.

WDD-Net is a model proposed in this paper in order to

improve the detection speed and further reduce the model

size. The complexity of wafer defect features is not high,

so we pay more attention to the extraction of shallow fea-

tures such as lines and angles. Compared to VGG-16 and

MobileNet-v2, the network structure of WDD-Net is simpler.

WDD-Net removes the fully connected layer and replaces it

with GAP layer. The use of themaximumpooling layer is also

omitted. It uses smaller convolution kernels and has shallower

layers.

IV. DATA AUGMENTATION

In Section 2, we took the wafer image and segmented it into

grain images. Fig.16 shows four types of grain images. Due

to qualified grains (positive data) are occupied over 95% of

a wafer and the defect grains (negative data) are very lack,

the dataset is unbalanced in quantities of positive and negative

data. In order to expand the number of defect images in the

dataset and enhance the generalization ability of the model,

two data augmentation methods were used.

A. AFFINE TRANSFORMATION

Affine transformation can increase the synthetic data and

improve the robustness of the model. In this paper, the fol-

lowing three transformation methods are used.

Rotation. The images are randomly rotated along theX axis

and Y axis. The rotation matrix is shown in Formula (9), (10).

θ is the rotation factor.





XT

YT

ZT



 =





1 0 0

0 cosθ −sinθ

0 sinθ cosθ



 ×





X

Y

Z



 (9)
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FIGURE 17. Generated grain images.





XT

YT

ZT



 =





cosθ 0 sinθ

0 1 0

−sinθ 0 cosθ



 ×





X

Y

Z



 (10)

Translation. The images are randomly shifted along theX axis

and Y axis. The translation matrix is shown in Formula (11).

TX , TY are the translation factors.




XT

YT

ZT



 =





1 0 TX

0 1 TY

0 0 1



 ×





X

Y

Z



 (11)

Scaling. The images are scaled randomly. The scaling matrix

is shown in Formula (12). S is the scaling factor.




XT

YT

ZT



 =





S 0 0

0 S 0

0 0 S



 ×





X

Y

Z



 (12)

Fig.17 shows the generated grain images. It can be seen that

the generated images enrich the feature structure of the wafer

dataset to a certain extent.

B. GENERATIVE ADVERSARIAL NETWORK

Generating adversarial networks (GAN) is an important

method for image generation. GAN mainly includes two

parts, generator and discriminator. The generator is used to

learn the real image distribution so as to make the generated

image more real and fool the discriminator. The discrim-

inator determines whether the generated image is true or

false. Throughout the process, the generator worked hard to

make the generated image more real, while the discriminator

worked hard to identify the authenticity of the image. The

generator and discriminator continued to fight each other, and

finally the two networks reached a dynamic equilibrium: The

image generated by the generator is close to the real image

distribution. The discriminator cannot recognize the true and

false images and the probability of the true prediction is

basically close to 0.5 (equivalent to a random guess category).

Fig.18 shows the process of generating grain images.

The first-generation generator generates poor images, and

the first-generation discriminator can accurately distin-

guish the generated images from real images. Then, the qual-

ity of the pictures generated by the trained second-generation

generator is improved, which can deceive the discrim-

inator of the first generation. Subsequently, the trained

FIGURE 18. The process of generating grain images.

FIGURE 19. The structure of the generator.

second-generation discriminator can accurately distinguish

the generated pictures. By analogy, when the nth-generation

discriminator cannot distinguish the generated picture from

the real picture, the network fits.

The generator used in this paper consists of an encoder, a

converter, and a decoder, as shown in Fig.19. The encoder

uses a convolutional neural network to extract features from

the input image, and compresses the image into multiple

feature vectors. The converter combines multiple features

of the image. The decoder uses the deconvolution layer to

restore the low-level features from the feature vector, and

finally obtains the generated image.

The discriminator itself belongs to a convolutional neural

network. It needs to extract features from the image, and

then determines whether the extracted features belong to a

specific category by adding a convolution layer that generates

a one-dimensional output, as shown in Fig.20.

x is the input picture, and its distribution is Pdata(x). The

distribution of the generator is Pg(x). For the fixed generator

G, the optimal discriminator D is:

D∗
G (x) =

Pdata(x)

Pdata (x) + Pg(x)
(13)

According to the virtual training criterion, the global mini-

mum is reached only when Pg(x) = Pdata(x). The objective
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FIGURE 20. The structure of the discriminator.

TABLE 4. The distribution of the dataset.

TABLE 5. Model hyper-parameter settings.

function of GAN is V(D,G).

V
(D,G)max,min = Ex∼Pdata(x)

[

logD(x)

]

+Ez∼Pz(z)[log(1 − D(G(z)))] (14)

E represents the mathematical expectation of real data x and

noise data z. Pz is the Gaussian distribution of the noise data.

V. EXPERIMENTATIONS AND RESULT ANALYSIS

A. TRAINING

As shown in Table 4, a total of 13514 grain images were

selected for experiments, including 3568 pieces of redundant,

6059 pieces of crystal defects, 1208 pieces of mechanical

damage, 2679 pieces of defect-free. The ratio of training set,

validation set, and test set was 6:2:2.

The hyper-parameter settings of three models are shown

in Table 5. The experimental software environment was

Python3.6, TensorFlow-Gpu1.8.0, Cuda9.0, Keras2.1.4, and

the hardware platform was NVIDIA TITAN Xp GPU, Intel

Core I7-9700K CPU @3.60GHz.

In section 2, the size of the grain images we obtained

is 28 ∗ 28. WDD-Net removes the fully connected layer,

FIGURE 21. The loss and accuracy curves of VGG-16 on the training and
validation data.

FIGURE 22. The loss and accuracy curves of MobileNet-v2 on the training
and validation data.

FIGURE 23. The loss and accuracy curves of WDD-Net on the training and
validation data.

and there is no requirement for the input size. We directly

input the grain images of 28∗28. The input size require-

ments of VGG-16 and MobileNet-v2 are 224∗224. The size

change of the input vector results in the weight parameters

change of the full connected layer. This leads to dynamic

variation in the network and the parameter training impos-

sible. So we resized the input grain images of VGG-16 and

MobileNet-v2 to 224 ∗ 224. For VGG-16, the activation

function was ReLU and the optimizer was Adam. It was

found that a large learning rate led to the non-convergence

of VGG-16. So we set the learning rate to 0.0001. For

MobileNet-v2, we chose the RMSProp optimizer with a

learning rate of 0.0004. ForWDD-Net, the activation function

was ReLU and the optimizer was Adam. The learning rate

is 0.001.

Fig.21, Fig.22, and Fig.23 show the loss and accuracy

curves of the three models on the training and validation

data, respectively. After 50 epochs, the loss dropped to

below 0.01, and the accuracy increased to nearly 1. This

proves that the three models converge well, and there is no

overfitting.
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TABLE 6. The detection speed of the three models.

B. DETECTION SPEED COMPARISON

In practice, the number of grains is huge. Therefore, the most

preferred evaluation index is detection speed. We count the

number of grains that can be detected per second of three

methods. The detection speeds (FPS) of the three methods

are obtained, as shown in Table 6. We find that the detec-

tion speed of VGG-16 and MobileNet-v2 are basically the

same and the 28∗28 input WDD-Net is significantly faster

than them. Due to the different computational complexity,

the processing speed of small input size is faster, which is

part of the reason why the detection speed of WDD-Net 28
∗28 is much faster than that of VGG-16 and MobileNet-v2.

For further comparison, we adjust the input of WDD-Net

to 224∗224, which is consistent with that of VGG and

MobileNet-v2. It can be seen that, compared with VGG-

16 and MobileNet-v2, the detection speed of WDD-Net

224∗224 is still the fastest, about 5 times as fast as them. This

indicates that the simplified structure of WDD-Net improves

the computing speed to some extent, the detection speed

improved.

C. DETECTION ACCURACY COMPARISON

Detection accuracy is the core evaluation index of wafer

defect detection method. We verify the accuracy of the three

methods on the test set. The detection accuracy of the three

methods is shown in Table 7. We find that on the whole test

set, the detection accuracy of the three models is basically the

same, reaching over 99%. This indicates that all three CNN

wafer defect detection methods can effectively extract defect

features and classify defect patterns.

The detection accuracy of WDD-Net is slightly lower than

that of VGG-16 and MobileNet-v2 in the discrimination of

TABLE 7. The detection accuracy of the three models.

the crystal defects and mechanical damage. This indicates

that the recognition capability of VGG-16 and MobileNet-

v2 is better than that of WDD-Net under limited data sets.

The simplified structure of WDD-Net reduces the number of

parameters and computation, but slightly reduces the identi-

fication accuracy.

For comparison, we resize the 28 ∗ 28 grain images to

224 ∗ 224 and input them toWDD-Net.We find that the resize

operation do not improve detection accuracy. In contrast,

the detection accuracy of WDD-Net is reduced. Although the

resize operation enlarges the input size, the filling method of

interpolation loses the image information to a certain extent,

which affects the recognition result of the model.

D. MODEL SIZE COMPARISON

Model size is also an important evaluation index for wafer

detection methods. The parameters of deep convolutional

neural network are huge, and the calculation of convolutional

layer and fully connected layer requires a large number of

floating-point matrix multiplication, resulting in very high

computational overhead. Although some networks can run

in real time on the GPU, they cannot be directly applied to

embedded edge computing devices. Small size model takes

up less disk space, reduces thememory used during inference,

and makes calculation faster.

The parameters and model size of the three models are

shown in Table 8. We found that VGG-16 has more than

100 million parameters and its model size is very large

(1.5GB). MobileNet-v2 has fewer parameters than VGG-

16 and a smaller model size of 46.2MB. WDD-Net has the

fewest parameters (17200) and the model size is minimal

(307KB). The structure of VGG-16 and MobileNet-v2 are

complex, and the amount of parameters and model size are

huge. WDD-Net has a compact structure with fewer parame-

ters and smaller model sizes.

TABLE 8. The parameters and model size of the three models.

E. COMPREHENSIVE COMPARISON

We comprehensively compare the three evaluation indica-

tors to determine the most effective wafer detection method.

As shown in Fig.24, the model sizes of MobileNet-v2 and

WDD-Net are 3% and 0.02% of VGG-16, respectively. The

detection speed of VGG-16 and MobileNet-v2 is 0.2% of

WDD-Net. As shown in Fig.25, the detection accuracy of

WDD-Net 28 ∗ 28 is slightly lower than that of VGG-16 and

MobileNet-v2.
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FIGURE 24. FPS and model size of three models.

FIGURE 25. The detection accuracy of three models.

The model size of VGG-16 is too large and the detection

speed is slow. VGG-16method is not suitable for wafer defect

detection. Using MobliNet-v2 method can obtain the highest

detection accuracy, however, its detection speed cannot meet

the needs of practical applications. The detection accuracy

of WDD-Net_28∗28 method is slightly lower than that of

MobileNet-v2, the detection speed is extremely fast. In addi-

tion, the model size of WDD-Net is only 307KB, which

makes it very convenient to transplant on micro-devices.

Overall, compared with VGG-16 and MobileNet-v2, WDD-

Net lost tiny detection accuracy, increased detection speed

by more than 5 times, and reduced model size by more than

100 times. This proves that WDD-Net is a more effective

wafer defect detection method in practical applications.

VI. CONCLUSION

In this paper, we investigate a fast and accurate wafer defect

detection method by using CNN. The experimental results

shown that although the VGG-16 and MobileNet-v2 detec-

tion methods have higher detection accuracy, the detection

speed still need to improve. For this reason, we proposed

a novel CNN-based model, called WDD-Net, to improve

detection speed and reduce the model size. The proposed

method has a detection accuracy of more than 99% and can

identify a minimum defect area of 0.06 mm2. This means that

the CNN-based method is very effective to solve the problem

of automatic defect detection and pattern classification for

semiconductor silicon wafers. During the research, there are

two problems still need promoting:

(i) Data sets. The number of categories in the existing

dataset is uneven. Although the data enhancement method

in the paper alleviates the problem to some extent, the data

capacity of the mechanical damage category is still insuffi-

cient. Therefore, establishing wafer defect detection datasets

with large amounts of data, wide-type coverage and balanced

sample numbers of defect categories becomes a top priority

in the field of wafer defect detection.

(ii) The CNN methods researched in this paper are super-

vised learning models. Data need to be labeled manually.

The adjustment of model hyper-parameters also requires a lot

of empirical knowledge. Unsupervised transfer learning can

apply the knowledge or patterns learned in a certain field or

task to different but related fields or problems, which is an

exciting research direction.
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