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Abstract

IoT has enabled the rapid growth of smart remote healthcare applications. These IoT-based
remote healthcare applications deliver fast and preventive medical services to patients at risk
or with chronic diseases. However, ensuring data security and patient privacy while exchang-
ing sensitive medical data among medical IoT devices is still a significant concern in remote
healthcare applications. Altered or corrupted medical data may cause wrong treatment and
create grave health issues for patients. Moreover, current remote medical applications’ ef-
ficiency and response time need to be addressed and improved. Considering the need for
secure and efficient patient care, this paper proposes a lightweight Blockchain-based and Fog-
enabled remote patient monitoring system that provides a high level of security and efficient
response time. Simulation results and security analysis show that the proposed lightweight
blockchain architecture fits the resource-constrained IoT devices well and is secure against
attacks. Moreover, the augmentation of Fog computing improved the responsiveness of the
remote patient monitoring system by 40%.

Keywords: IoT, Healthcare monitoring, Lightweight Blockchain, Fog computing,
consensus protocol.

1. Introduction

Healthcare IoT networks are evolving from centralized to distributed systems to con-
nect with each other to provide patients with high-quality healthcare. According to pre-
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dictions, the current hospital-centered healthcare monitoring systems will develop first to
hospital–home-balanced in 2025 and then ultimately to home-centered in 2030 [1]. New
system architectures, technologies, and computing paradigms are needed to realize such
evolution, specifically in the Healthcare Internet of Things (HIoT) [2]. Emerging tech-
nologies like IoT, blockchain, and artificial intelligence have made deploying smart remote
patient monitoring systems a fact. Indeed, IoT devices permit them to sense and moni-
tor patients’ physiological parameters, hence exempting them from a long waiting queue at
a doctor’s visit. All necessary physiological parameters needed by doctors can be sensed
by the biomedical IoT devices (also known as the Internet of Medical Things devices) and
sent remotely to the doctor, allowing the latter to decide the appropriate treatment for the
patient [3].

The evolution of sophisticated security attacks and the rising need for individualized
healthcare has made it essential for medical institutions to embrace blockchain technology.
The arrival of the blockchain provides solutions to several problems that the healthcare sys-
tem has been facing for a long time. The growing numbers of healthcare data breaches, pa-
tient privacy violations, counterfeit drugs, and many other issues are major reasons for steer-
ing the blockchain market’s growth in the healthcare industry. In general, the blockchain
brings a large number of opportunities to smart healthcare, which can be summarized as
follows:

• Secure access to personal health records: the decentralized blockchain system offers the
power of controlling data access to the owner of the data itself. Smart contracts register
and authorize users to access the patient’s data according to the patient consent policy.

• Patient Consent Management: the fundamental features of the blockchain, such as
transparency and immutability, enables healthcare applications to build trust among
patients and verify compliance with consent management policies.

• Traceability of remote treatment: the blockchain permits healthcare applications to
create immutable and coherent electronic records (EHRs) that can be viewed by all
stakeholders. The transparency and consistency of blockchain EHRs aid in tracing the
medical history of patients to offer the appropriate treatment.

• Traceability of in-home medical kits and devices: the blockchain provides immutable
and transparent record transactions to the ownership and performance of medical kits.
Reputation scores of medical devices and kits are saved in the blockchain using smart
contracts.

• Reputation-aware specialist referral services: during the treatment of a remote pa-
tient, medical referrals and expert suggestions are acquired through smart contracts.
Blockchain enables healthcare providers to store these referral documents on an Inter-
Planetary File System (IPFS) server, such that an IPFS hash of the document is stored
securely in the blockchain. The hash prevents the alteration of the stored document
and maintains its integrity.
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• Automated payments: blockchain provides digitally signed automatic payments to
guarantee non-repudiated secure transactions.

A complete discussion on the blockchain benefits to smart healthcare applications can
be found in [4].

Ensuring the security of the remote patient monitoring (RPM) system is a must. Since a
vulnerability in such a system could enable attackers to steal/modify sensitive information
and endanger the patient’s life. The blockchain has emerged as a promising technology that
can store and secure assets through a transparent and distributed ledger. In healthcare,
where patient data is a critical asset that needs to be securely managed, the blockchain could
become the right technology to address this challenge and provide a secure, transparent, and
tamper-proof management of patient healthcare data. However, the blockchain is a heavy
system requiring much processing and communication. Lightweight IoT devices would face
problems if they were to act as full blockchain nodes. Hence, a solution should be adopted to
enable IoT devices to participate in the blockchain network without affecting their limited
resources. The lightweight blockchain [5, 6] has been proposed to achieve this purpose.
Here, the blockchain architecture and processes are modified to assign light roles to the IoT
devices while allowing them to benefit from the blockchain services.

In traditional RPM systems, patient healthcare data is stored in an Electronic Healthcare
Record (EHR) and saved in the cloud. Cloud computing provides ubiquitous access to
patients’ data through a user-centric access control model, where the user chooses which
data and to whom he/she should give access. However, a cloud computing system presents
the disadvantages of high latency and, therefore, cannot fit critical healthcare application
requirements where immediate intervention is needed. More precisely, real-time detection
and notification of abnormal situations must be implemented in the context of a heart disease
use case. Otherwise, the patient’s life will be at risk.

To overcome the high latency limits of cloud computing and to fit the real-time require-
ments of most healthcare applications, we propose leveraging fog computing technology in
this paper. In our proposed architecture, fog computing will not replace cloud computing
but will cooperate via the lightweight blockchain to provide real-time and efficient service.
More precisely, we introduce the fog computing layer that will host a lightweight blockchain
application with low latency requirements. On the other hand, complex AI algorithms can
be executed at the cloud computing layer.

Currently, smart cities are moving towards adopting blockchain technology in many smart
city applications. In healthcare, and especially in remote patient monitoring, the blockchain
can change the methods in which the application is executed and managed. Integrating the
blockchain allows healthcare managers to guarantee the transparency of public healthcare
data and removes the need to apply trust-based mechanisms and systems to achieve this
target. In addition, the blockchain guarantees the privacy of patients’ personal data through
smart contracts. Moreover, the blockchain allows for fast and direct connectivity between
healthcare officials, providers, staff, and patients. Issuing blockchain transactions allows
these entities to communicate securely via the blockchain without intermediaries. Finally,
the blockchain allows healthcare and smart city officials to know the origin and destination
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of each medical resource. They can also find out how healthcare services are being used
without compromising people’s privacy.

To sum up, we propose a smart and secure remote patient monitoring system based
on three technology pillars: IoT, fog computing, and blockchain. More precisely, the key
contributions of this paper are as follows:

• We propose the architecture of a smart and secure remote patient monitoring system.
The proposed architecture uses IoT for patient vital signs collection and blockchain to
guarantee the privacy and security of the patient-collected data.

• The efficiency of the proposed architecture is achieved through the introduction of the
fog computing layer to provide real-time response and aggregate the patients’ collected
data.

• To reduce the heavy demands of traditional blockchain, we modify the blockchain
structure to include a local blockchain within the IoT ecosystems and a global chain
at the cloud layer. Each IoT ecosystem saves the block headers of all blockchain blocks,
the bodies of the blocks of interest to the local chain, and the smart contract functions
needed within the local chain. On the other hand, the global chain comprises whole
blocks and smart contracts.

• We propose a lightweight consensus model that enables the fog nodes to participate
in the consensus protocol without consuming a lot of processing and energy resources
and allows IoT nodes to store only the information they need to verify the legitimacy
and integrity of the blockchain data that they obtain from fog nodes and cloud servers.

The remainder of this paper is as follows. Section 2 outlines the existing literature
on the remote patient monitoring system using blockchain and Fog Computing. Section 3
gives an overview of the proposed remote patient monitoring architecture with its different
components. Section 4 describes the details of the proposed lightweight blockchain model.
Section 5 describes the fog computing layer functions and properties. The performance
evaluation of the system is discussed in Section 6. Section 7 analyses the security of the
proposed system. Finally, we conclude and give future directions in Section 8.

2. Related Work

As our work is based on three technologies, namely the IoT, fog computing, and blockchain,
in this section, we present relevant work that uses one or more of these technologies to deploy
a healthcare solution. The discussed works are summarized in Table 1.
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Table 1: Summary of related work

Ref Contribution Use case
Used Technologies

Pros(+)/Cons(-)
IoT BC FC

[7]
Cloud based remote health
monitoring system with sig-
nal watermarking

ECG-based
health monitor-
ing

X X

+Providing sig-
nal authentica-
tion using water-
marking

[8]

A hierarchical fog-
computing-assisted ar-
chitecture for IoT health
monitoring system

Arrhythmia de-
tection

X X

+ Map the
IBM’s MAPE-
K computing
model to the
healthcare ap-
plication

[1]
They developed a smart e-
Health gateway localized at
the edge.

Heart disease X X
+Full-system
implementation

[9]

Improved the energy con-
sumption of sensor nodes
during data transmission
and processing.

Migraine disease X X
+Energy con-
sumption reduc-
tion

[10]
An Edge-Based Architec-
ture for IoT-Healthcare ap-
plication.

Detect high-
stress conditions
for workers and
athletes.

X X
-security is-
sues are not
addressed.

[11]

Used retraining of SDA in
the testing phase of ar-
rhythmia classification to
add or merge features in
the anomaly detector +
Blockchain for access con-
trol

arrhythmia clas-
sification

X +High accuracy

[12]
Used blockchain to secure
remote patient monitoring

General X X -Time issue

-Key manage-
ment issue

Continued on next page

5



Table 1: Summary of related work

Ref Contribution Use case
Used Technologies

Pros(+)/Cons(-)
IoT BC FC

[13]

Remote health monitoring
system using Tor to min-
imize the latency of the
blockchain network.

Cardiac Pa-
tients. Sleep
Apnoea Pa-
tients. Epileptic
Patients

X X
-The accuracy of
the system is not
tested.

[14]

HealthFog: A heart disease
analysis system based on
ensemble deep learning and
using integrated IoT and
Fog computing

Heart disease X X
-Security is-
sue are not
addressed.

[15]

They developed an intelli-
gent e-Health architecture
integrating AI, IoT, and
cloud computing.

ECG-based
arrhythmia
detection

X X
+Hardware im-
plementation of
AI algorithms

[16]

An IoT and fog comput-
ing architecture with par-
allelization and core allo-
cation capabilities to accel-
erate healthcare processor-
intensive services

ECG-based
arrhythmia
detection

X X
+Response
Time was im-
proved.

[17]

Lightweight identity man-
agement and access control
scheme for IoT devices us-
ing IOTA.

General X X
-Does not sup-
port smart con-
tracts

[18]
Blockchain based architec-
ture to provide patient cen-
tric data access

Healthcare X X

+ Use cluster-
ing techniques to
improve system
scalability

BC: Blockchain, FC: Fog Computing or any cloud computing related technologies

Hossain et al. [7] proposed a cloud-based architecture for ECG signal monitoring. To
authenticate the captured ECG signal, the authors add a watermark that will be checked on
the cloud side. Moreover, the authors proposed additional services, including ECG signal
enhancement, classification, and analysis. Azimi et al., [8] proposed a hierarchical computing
architecture leveraging fog and cloud computing technologies. The authors proposed a
methodology to partition the existing machine learning methods for fog-enabled healthcare
IoT systems. The authors in [1] developed a smart e-Health gateway localized at the edge to
provide several functions, including local storage, real-time local data processing, embedded
data mining, etc. By releasing the small IoT devices from these functions, a considerable
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amount of energy can be saved by outsourcing some loads from sensor nodes to these smart
gateways.

In [9], the authors also proposed the integration of the IoT and cloud computing tech-
nologies to predict migraine disease. The authors’ main contributions are the design of
low-power techniques in the radio and data processing for the sensor nodes. Moreover, the
authors proposed workload-balancing policies for cloud computing servers.

The authors in [10] proposed BodyEdge: an edge-based architecture for IoT-healthcare
applications. The system was implemented in two examples of edge gateway: Raspberry Pi3
and Zotac CI540 NANO Pc, and its performance was compared to cloud systems. Moreover,
as a validation example, the authors have implemented the system to detect high-stress
conditions for users in two different scenarios, namely Workers in a factory and Athletes
training in a fitness center. In [11], authors used blockchain to secure access control to patient
EHR. The authors proposed to store patient data in an off-chain database to overcome the
storage constraint of the blockchain.

The authors in [12] used a consortium blockchain based on the IBM Hyperledger platform
to secure remote patient monitoring. In their proposed system, sensors interact with a
gateway (such as a mobile phone) that implements smart contracts for data analysis and
sends essential notifications to patients and healthcare providers. The blockchain was used
to securely log transactions (such as data reads and doctor’s commands). However, patient
data was stored on a local database. They have proved that blockchain could be used
to resolve security concerns about the transfer and logging of data transactions in an IoT
healthcare system. The limitation rests in perfecting the time of the transmission of the
aggregated data sent by the gateway to the blockchain nodes.

The authors in [13] proposed a decentralized peer-to-peer remote health monitoring sys-
tem. The proposed architecture uses Tor hidden services for off-chain data delivery between
patients and doctors. The authors in [14] proposed HealthFog, a Fog-based healthcare sys-
tem that integrates Edge computing and IoT. Their work was motivated by latency-sensitive
healthcare applications, especially deep learning-based algorithms. The proposed system was
validated for a health disease use case.

In [15], an AI-driven e-health solution was proposed. The solution integrates IoT with
cloud computing. The key difference of this solution is the distribution of the AI intelligence
across the three architecture layers, namely: the Device layer, Fog layer, and Cloud layer.
Moreover, the authors proposed hardware implementation of the SVM, ANN, and CNN
algorithms using digital circuits. The authors in [16] proposed a framework for accelerating
the response to remote patients requiring the execution of smart eHealth services. Their
proposed framework supports distributed offloading to fog servers and multicore processors’
capacity to accelerate its execution.

The authors in [17] proposed a blockchain-based lightweight authentication and autho-
rization scheme for IoT devices. The proposed scheme uses distributed ledger technology
IOTA to design a lightweight and scalable mechanism for identity management and access
control of IoT devices. However, this solution did not support smart contacts. The authors
in [18] proposed a blockchain-based architecture that enables data owners to define their
desired access policies over their privacy-sensitive healthcare data. The architecture used

7



two separate chains; one for storing data transactions and one for storing access policies.
Several lightweight blockchain architectures have been proposed in the literature [19, 20,

21, 22, 23, 24]. For example, the ECLB protocol in [19] saves the full blockchain on edge
nodes, while the IoT nodes store what the authors call the fragmented ledger structure,
which contains the block headers and some of the transactions in each block that are needed
by the lightweight node. A multi-layer blockchain model is proposed in [20]. The blockchain
network is divided into three layers. At the first layer, ordinary IoT nodes are divided into
clusters. At the second layer, IoT cluster heads (CHs) store the local (i.e., cluster) copy of
the BC. The cellular base stations (BSs) store the full global BC at the third layer. Nodes
in Layers 2 and 3 collaborate to create new blocks and execute the consensus algorithm. On
the other hand, some IoT nodes at layer one can be peers that maintain a copy of the local
BC and act as transaction endorsers or committers, while CHs and BSs act as Hyperledger
orderers who order transactions and create blocks.

From the study of the existing work, we note that several works address only the per-
formance and energy aspect of their proposed RPMs by adding the fog layer that manages
the computing and data processing tasks [7, 8, 1, 9, 10, 14, 15, 16]. However, these schemes
did not address the security aspects, and therefore, they are vulnerable to attacks. Other
schemes such as [11, 12, 13, 17, 18], addressed the security aspect by adopting the blockchain
technology, however, they used classical blockchain platforms and architectures that cannot
fit the resource-constrained IoT devices. In this paper, we leverage the fog computing layer
not only to improve the performance of the RPM system but also to lighten the load of
blockchain technology. More precisely, the fog layer permits the proposal of a lightweight
blockchain architecture that provides security services adaptable to resources constrained
IoT devices. Moreover, the proposed consensus mechanism frees the architecture from the
burden of classical consensus algorithms such as PoW or PoS [25, 26].

3. The Proposed RPM System Overview

This section gives an overview of the proposed RPM system. It highlights its three-layer
architecture and the different communication interaction between the components.

3.1. RPM System Architecture

The proposed remote patient monitoring system is a three-layer architecture as shown
in Figure 1, and which are:

• The IoT devices layer: This layer, composed of biomedical sensor nodes, wearable
sensor nodes, and IoT medical devices, is responsible for collecting the vital signs of the
monitored patient. These sensor readouts are collected continuously; however, their
transmission to the gateway node located at the fog layer can be done periodically. The
transmission period depends on the nature of the vital sign and generally is determined
by the patient supervising doctors.

• The Fog Computing layer: This layer is responsible for the lightweight processing
of vital signs received from the IoT layer. For example, suppose the monitored vital
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Figure 1: The three-layer architecture of the proposed remote patient monitoring system

sign exceeds a specific threshold. In that case, an alert message will be triggered and
sent to the patient and the supervising doctor to make the right decision. Moreover,
the fog layer first decides which data needs to be recorded in the blockchain network
and then interacts with this latter. The fog layer will also aggregate continuous sensed
data before sending it to the cloud server for permanent storage and data analytics.
Additionally, the fog layer contains IoT gateways that include the local blockchain
network, which is a subset of the global blockchain network (please refer to Section 5 for
full description). In the proposed system, the fog computing module consists of many
geographical intelligent gateways, that is, forming the fog. Each gateway supports
different protocols for communication and serves as a point of contact between the
sensor network and the cloud. It collects data from different sub-networks, translates
protocols, and offers other higher-level services, including filters, data aggregation,
analysis, and so on. The fog computing layer extends cloud computing to the edge of
the network and its facilities. From cloud to end users/devices, the fog recognizes real-
time interaction, dense geographical distribution, heterogeneity, accessibility support,
pre-processing interoperability along with cloud interaction [27]. This enables latency
to be decreased, particularly for real-time applications such as in-house IoT monitoring
of patients. The fog reduces contact with the cloud, particularly in the event of a loss
of cloud connectivity, where the data is stored locally on these gateways, and patients’
data is sent to the cloud when the connection is restored.

• The Cloud Computing layer: This layer is responsible for permanent data storage
and data analytics. Complex AI and deep learning algorithms can be implemented
at this layer for data classification, disease detection and prediction, and treatment
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plan decision. Moreover, in the proposed architecture, cloud servers play the role
of full blockchain nodes that store the full copy of the blockchain and participate in
transaction validation, block generation, and consensus. The blockchain records pa-
tient data and actions of patients and caregivers and permits the patients to decide to
whom they give access to their data. Moreover, blockchain technology contains pieces
of code called smart contracts that can be automatically triggered when an event is
achieved. These smart contracts are a powerful tool for a remote patient monitoring
system as they can trigger an alarm and notify the doctor in an abnormal situation
(for example, when the vital sign value exceeds a specific threshold). In addition, the
blockchain is used to ensure patient data privacy and the system’s security. First,
thanks to blockchain technology, the patient will be given an anonymous identity.
This permits hiding the real patient’s identity; therefore, doctors can treat his/her
data privately. Moreover, in our system, we propose to use a private blockchain. This
type of blockchain has the advantage of restricting access to users’ data to only au-
thorized persons (such as patients, doctors, and caregivers). Furthermore, blockchain
architecture permits a patient-centric data management architecture. More precisely,
the patient will decide to whom he/she shares data access (please refer to Section 4
for more details).

3.2. Communication Models

The fog layer enables us to control access to IoT devices for medical applications. Each
fog node manages and operates a group of medical IoT devices. This layer also interacts
with a network of fog nodes allowed by blockchain, which function together on the Internet.
All the related smart medical devices are connected with the closest blockchain-enabled
fog node, e.g., in an in-house monitoring scenario. These blockchain-enabled fog nodes are
communicated by IoT nodes and system users for authentication, authorization, and safe
communication synchronization. An intelligent contract with a collection of rules can also
be established on top of the fog nodes allowed by blockchain. Furthermore, the consensus
algorithm is performed to validate the transactions and blocks for those transactions after
they are created. Transaction blocks can be exchanged between cloud servers and the
blockchain-enabled fog nodes or between the fog nodes to support robust authentication,
permission, and distributed secure communication. The proposed solution mainly includes
four forms of communication:

(1) Medical caregiver-to-fog communication: Where the end user (e.g., a healthcare
provider) is willing to use a particular IoT system, he first sends a request for au-
thentication with a query authentication function specifying the sensor details to the
blockchain-enabled fog node. The fog node with the blockchain feature will search for
that medical attendant in the available list of approved sensor equipment. A reject
message will be given when the user is not allowed to access the requested data. Oth-
erwise, if the user is approved, the blockchain-enabled fog node issues an access token
containing Unique Identification (UID) information, length, time of access, blockchain
address for the data, user blockchain address, and blockchain address of the fog node
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that stores the requested data. Notice that every fog node, sensor, and the user has a
unique blockchain address.

(2) Medical sensor-to-fog communication: The sensor-to-fog correspondence has two
principle objectives in our framework. IoT medical services system mainly aims to
validate and authorize the clinical sensors. The following goal is to insert a blockchain-
enabled fog connected to sensor devices. It helps new sensors to enlist with the mist and
ensures that all sensors are recognizable by the blockchain network. In our context, each
IoT medical care system has at least one blockchain-enabled fog node close to the entire
blockchain network and is used for the enlistment, confirmation, and authorization of
IoT medical care gadgets with the same framework. Initially, the gadgets will enroll
with their associated blockchain fog node. As an exchange and blocks are made for
them, data concerning these gadgets are placed in the blockchain. These blocks would
then be transported between the wide range of different blockchain fog nodes. Should a
system with a collecting place need confirmation and consent, the associated blockchain-
enabled fog node should be given its certifications. The blockchain approves the provided
accreditation, and if there are significant requirements, the IoT gadgets for medical care
are effectively checked and authorized. If the certification is not valid, the gadget is
refused and will not obtain permission to access the blockchain data.

(3) Fog-to-fog communication: The main goal is to synchronize the information associ-
ated with IoT medical service confirmation and approval across all blockchain-enabled
fog nodes [28]. Several biological or physiological parameters are obtained by medical
sensors transmitted by patients. Medical IoT programs should be reliable and diligent
in supporting patients moving to a hospital or home. Typically, the mobility support
of the medical sensors from the upper layer (i.e., fog layer) should be given so that zero
reconfiguration in the sensor layer is essential. The strategic location and distribution
of smart gates in the fog layer can be used to provide smooth mobility for medical
sensors and relieve processing loads. Fog-to-fog contact helps patients wander around
the hospital wards, ensuring their health monitoring is not disrupted. The patient-free
movement provides a high level of medical services using a portable patient monitoring
system. Support of mobility for healthcare IoT systems is one of the most critical prob-
lems [29]. The improvements to patients’ quality of life in such programs are essential
[27]. It is important to encourage patients to walk into the hospital/medical facilities
knowing that monitoring their well-being is not disrupted. It is necessary to establish
self-configuration or transfer mechanisms to ensure safe and successful data transfer be-
tween different Medical Sensor Networks (MSNs) [30] to achieve ongoing monitoring of
patients considering mobility support. For example, when a patient is moving across the
clinics, a data transfer mechanism is described as the process of modifying or updating
the registration of mobile sensors on its MSN base. Data handover solutions should
allow ubiquity when they need to function independently without human interference.

(4) Medical sensor-to-medical sensor communication: When two clinical devices are
effectively tested and approved (both have a position with a similar system or another
one), they may create a safe link to each other and convey information. In a case,
for example, where a patient is released from a clinic but still needs to be constantly
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monitored. The doctors bind the patient’s body before he/she leaves the medical cen-
ter to health tracking devices, including blood pressure monitors, pulse sensors, blood
glucose monitoring sensors, etc. These devices sense the patient’s blood pressure, heart
rate, and glucose level and transmit them through a safe channel to the health workers.
These devices can also interact with the patient’s intelligent home devices. For exam-
ple, if the patient’s condition becomes severe or a fall is detected, an immediate alarm
may automatically be activated. The hospital-related devices must interact to check the
availability of hospital beds in a smart city to ensure a correct count. The proposed
framework provides medical devices with access control in the IoT healthcare system.
Under this mechanism, devices can only communicate with recorded and successfully
authenticated and certified devices with blockchain-enabled fog nodes. A device not reg-
istered in the blockchain cannot authenticate itself or communicate with other devices
within the same healthcare ecosystem or external ones. The contact between malicious
devices and legitimate devices would also be alleviated.

In what follows, we detail the proposed lightweight blockchain model and the Fog layer
functions and properties.

4. The Blockchain Module Description

Blockchain technology provides a decentralized, transparent, authenticated platform that
applies a consensus-driven approach to facilitate the interactions of multiple entities through
the use of a shared ledger. Beyond the financial sector, where much of the initial develop-
ment is taking place, blockchain has the potential to revolutionize the healthcare system.
By providing doctors, patients, researchers, and other healthcare professionals with a mech-
anism for the controlled exchange of sensitive, permissioned data, blockchain technology can
improve data sharing and transparency between clinical and research data systems. Any
healthcare organization participating in a blockchain consortium would be able to share
medical information, regardless of their native electronic health record system. Blockchain
provides significant opportunities for healthcare organizations to deliver more efficacious
treatments and diagnoses through increased provider data sharing and potentially safer and
more effective remote patient monitoring through advanced technologies such as AI.

4.1. Blockchain Architecture of Proposed RPM System

We propose a lightweight blockchain architecture to manage the data storage and re-
trieval operations in the remote patient monitoring system. In our system, we implement a
lightweight blockchain architecture that aims at reducing the delay in accessing the cloud
by the end users while maintaining the security and immutability of data at all nodes. The
blockchain will store all healthcare-related data, such as the IoT sensor readings, lab test
results, physicians’ decisions, commands, etc. In addition, the blockchain will comprise
transactions that contain management and security-related data, such as nodes’ and users’
registrations, access requests, smart contract results, etc.

In the proposed architecture, cloud servers play the role of full blockchain nodes that store
the full copy of the blockchain and participate in transaction validation, block generation,
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and consensus. On the other hand, IoT gateways play the role of light blockchain nodes
that store part of the blockchain. In our system, each gateway will be connected to a certain
number of IoT networks. For example, an IoT gateway at a patient’s home will connect to
a single IoT network that contains the IoT devices that are monitoring the patient. On the
other hand, an IoT gateway at a hospital could connect several IoT networks, such as IoT
devices, in several patients’ rooms. Here, the IoT devices in a certain room or Lab form a
separate IoT subnetwork since the data produced by these devices will be linked together
(for example, data related to a specific patient, doctor, lab, etc.).

The IoT gateways and sensors that exist in the same IoT ecosystem (for example, home,
hospital, health institution, etc.) form a cluster that store and manage a local blockchain.
Each local blockchain is created as part of the full blockchain that is related to the cor-
responding ecosystem. For example, in a certain patient’s home, a set of IoT devices are
connected to an IoT gateway. The devices and gateway form a cluster that store and man-
age a local blockchain that contains the blockchain blocks related to that home only. In a
hospital, several gateways and sets of IoT devices will form a cluster that store and manage
the blockchain of the hospital.

In each cluster, the sensor nodes store only the blocks headers of the full blockchain,
while the gateways store the block headers of the full blockchain in addition to the full blocks
of the local blockchain (as illustrated in Figure 2). In addition, to avoid overwhelming the
gateways with excessive storage as the blockchain grows, each transaction will have an expiry
time after which it becomes obsolete (for example, when the information in the transaction
becomes old and is no more relevant). Each gateway saves a data structure that contains,
for each transaction, the ID of the block in which the transaction is stored (BlockID) and
the transaction expiry date (Tex). The gateway continuously updates the data structure
when a transaction expires. In addition, the gateway searches the data structure to detect
any block in which all transactions have expired and deletes it. Using this approach allows
the gateway to remove old blocks and create room in its storage for new blocks in the local
blockchain.

In the proposed system, IoT nodes continuously generate data and send them to the
IoT gateway. In addition, healthcare providers (doctors, nurses, scientists, etc.) send their
data (such as prescriptions, sensors’ configurations, lab test results, commands to activate
actuators, data analytic results, etc.) to the nearest IoT gateway in their institution’s IoT
cluster. The IoT gateway stores the data it receives in a temporary cache. Each small period
(for example, every 100 ms), the IoT gateway aggregates and groups the received data into a
blockchain block and sends it to the cloud server. Note that each block can contain multiple
transactions. For example, the readings of a certain sensor can be aggregated into a single
transaction. Similarly, if the doctor is sending configuration commands to the IoT sensor,
the configuration settings of each sensor can be grouped into a transaction. Each transaction
will be signed by the owner that created the transaction.

4.2. Consensus Protocol

We consider a network of cloud servers that are used by various healthcare providers
to manage the system. As mentioned, the cloud servers act as full blockchain nodes that
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Figure 2: The architecture of the proposed blockchain model: the cloud servers store the full blockchain,
the IoT gateways save the local blockchain, while the IoT nodes store the block headers.

store all the blockchain blocks. In addition, the cloud servers participate in the blockchain
consensus protocol. Each cloud server has a unique blockchain ID. The cloud servers create
the blockchain blocks successively based on their IDs. In other words, the server with the
smallest ID creates the first block, followed by the server that has the second smallest ID,
and so on. When the server that has the biggest ID creates a block, the turn goes back to
the first server. Note that the block generation time at the IoT gateway should be adjusted
to allow all the cloud servers to generate their blocks in order to avoid block accumulation
at the cloud servers.

When its turn to create the new block arrives, a cloud server CS 1 broadcasts the block
that it received from the gateway to all the cloud servers. Each cloud server CS i verifies that
all transactions in the block are legitimate by validating the signature of each transaction.
Next, CS i replies with a CONFIRM message to CS 1. The confirm message contains CS i’s
signature of the new block. However, If CS i discovers that one or more transactions in
the block are not valid, it replies with an ERROR message. In its turn, CS 1 waits until it
receives at least (N /2+1) CONFIRM messages before it adds the block to the blockchain
and broadcasts its ID in a “Block Add” message to all cloud servers. Here, N is the number
of the cloud servers. This mechanism allows a cloud server to add the new block after
the majority of cloud servers confirm its validity. The ”Block Add” message contains the
signatures that CS 1 received in the CONFIRM messages. When a cloud server CS j receives
a ”Block Add” message, it checks the attached signatures to ensure that more than (N÷ 2)
cloud servers have validated and confirmed the new block, before adding it to its blockchain.

After receiving the “Block Add” message, each cloud server adds the new block to its
blockchain and broadcasts it to its clusters. Note that each cloud server can serve multiple
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Figure 3: A sample scenario of the proposed consensus algorithm.

institutions and organizations, with each institution/organization having its own IoT cluster.
Each gateway in a cluster examines the new block to determine if it contains transactions
that were generated by one of the IoT networks in the cluster. If yes, the gateway stores
the block in its local blockchain and sends it to the IoT devices that are connected to it.
Each IoT device validates the block (by hashing it and comparing the result to the hash
in the block header) and then stores the block header in the headers’ blockchain. Next,
the IoT device caches the block body for a small period of time before deleting it. On the
other hand, if the new block does not contain transactions that were generated by an IoT
network in the cluster, the gateway validates the block, sends it to the IoT devices that are
connected to it, extracts the block header, and adds it to the headers’ blockchain, and then
deletes the block. Each IoT device that receives the block performs the same operations
as the gateway. This allows the gateway and IoT devices to maintain the headers of all
blocks in the blockchain and use these headers to validate any block from outside their local
blockchain that they obtain from the cloud servers in the future. The proposed consensus
protocol is illustrated in Figure 3. In the figure, gateways G1 and G2 are connected to cloud
server CS1, while gateway G3 is connected to cloud server CS2. At a certain time, G2 creates
a new block B1 and sends it to CS1. When its turn to generate a new block arrives, CS1

broadcasts B1 to the cloud servers. Each cloud server confirms B1 by sending a CONFIRM
packet to CS1. Next, CS1 sends a “Block Add” packet to the cloud servers, and each cloud
server sends the new block to its gateways. G1 and G2 receive B1 from CS1 and add it to
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their copies of the local blockchain (since B1 was generated by a gateway in CS1’s cluster),
while G3 receives B1 from CS2 and adds its header only to the local blockchain.

4.3. Smart Contracts and Data Management

When an IoT device or a user requires data from the blockchain, it sends a request to the
IoT gateway. The latter searches for the data in its local chain. If it finds it, the gateway
authenticates the sender and verifies that it has access to the requested data. If yes, the
gateway replies directly to the sender with the block that contains the data and the token
that enables the sender to access the data (more about this soon). If the gateway finds
that the required data doesn’t exist in the local blockchain, it forwards the request to the
cloud server. The latter performs the same operation, i.e., it authenticates the requesting
node and verifies that it has access to the requested data. If yes, the cloud server sends the
block that contains the data and the access token to the gateway, which forwards them to
the sender. When the latter receives the block, it validates it using the headers blockchain
before it retrieves the required transactions from the block and decrypts it using the access
token.

Note that in our system, all transactions that can be accessed together are assigned an
access token by the creator and saved into a smart contract. When the creator wants to
grant access to the transaction to a certain node/user, the creator executes a smart contract
function that adds the ID of the node/user to the access list of these transactions that is
saved in the smart contract. When the node/user wants to access the transactions, it should
authenticate itself and obtain the access token as described before. If the transactions belong
to the local chain, the smart contract is executed by the gateway within the local chain.
Else, the smart contract is executed by the cloud server within the full chain. The various
subsystems and interactions in the proposed RPM platform are presented in Figure 4.

5. Specifications of Gateways at the Fog Layer

The fog layer is made up of IoT gateways which function primarily as a hub between
the cloud and IoT levels [31]. With an in-depth study of the role of the gateway in a
smart home/hospital, where the location and mobility of things and users are confined
to hospital premises or buildings, it can be recognized that the stationary nature of the
gateways empowers them with the property of being non-resource constrained in terms of
power consumption, processing power, and communication. These advantages can be used
by allowing gateways with ample intelligence, computing power, and structured networks.

An inter-device communication is the key task of a gateway and supports numerous
wireless protocols. We broaden the function of such gateways into fog enablers by (1)
building a distributed gateway network and (2) implementing features such as the repository
(i.e., local data processing and storage using blockchain) to temporarily preserve data for
analysis by sensors and users. These are important to provide local pre-processing of sensor
information and, therefore, to be an intelligent gateway for medical services. In a smart
gateway, the main functions are:
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Figure 4: Interaction Model of the proposed blockchain-based remote patient monitoring system.

5.1. Local data processing and storage

Local data processing is a key aspect of fog computing and is performed locally so
that intelligence is accessible at the doors. Based on the device architecture, fog/edge
layers must continuously handle a large amount of information and respond to different
conditions in a short time. In the remote patient management system, this becomes more
important by allowing the system to respond to medical emergencies as quickly as possible.
Gateways should store inbound information in local storage to ensure that the remote patient
monitoring system can quickly recuperate patient medical data. In the proposed system, we
make use of the local blockchain to achieve this objective in a secure manner. The patient
data can be stored as blockchain transactions in an encrypted or compressed form depending
on their context and security requirements. The gateway stores all data related to the local
cluster in the local blockchain. In addition, when the gateway receives a blockchain block
that contains data related to other clusters, it caches the block for a small period of time to
allow users in the cluster who require data from the block to access it in a fast manner while
the data is hot. Moreover, since the network bandwidth is limited between the gateway and
the cloud, the locally cached blocks can be used to maintain a continuous data flow in the
event of a weak or unstable connection.

5.2. Data filtering

Data from various medical sensors must be obtained before further processing, e.g., data
analysis, on the fog layer. The major sources of knowledge for the assessment of the health
status of a patient in the remote patient monitoring system [32, 33] are bio-signals, for exam-
ple, Electroencephalography (EEG), Electrocardiogram (ECG or EKG), and Electromyog-
raphy (EMG). They typically have complex types that have small amplitudes and varying
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frequencies. It is important to remember that noise is often introduced to the signals during
a patient’s body sensing in a way that distorts the accuracy of the signals. These noises
are caused by different sources, including electromagnetic interference from other electrical
devices, shifts in current in the electricity grid, and inappropriate attachment of sensors
to the body of users. At the fog level, due to the proximity of the sensors, the gateway
addresses this issue. The fog layer is digitized via different contact protocols by sensors
(e.g., 6LoWPAN, Zigbee, etc.). While sensors are able to perform lightweight filtering to
eliminate certain noises during the data collection process, the fog layer offers more complex
and robust data filtering.

5.3. Data analysis

With local data analysis in the fog layer, the sensitivity of the device can be corrected.
It helps the device to anticipate and diagnose situations of emergency. The developed deep
learning module for detecting irregular cardiac conditions is implemented in the fog layer in
our proposed RPM medical system. The deep learning module can categorize signals and
detect abnormal conditions on the basis of the sensed ECG signal. As a result, the device
responds more accurately, rapidly, and in real time to emergency situations. In addition,
local input and locally sensed data analysis change the quality and reliability of the device
in the event of the unavailability of the Internet link. Internet disconnection may occur
regularly for the long-term monitoring of patients with chronic diseases. Fog computing, in
this case, provides local maintenance of the system’s features. Thus, the sensed data and
processing results can be kept locally on the fog layer and later synchronized to the cloud via
the blockchain. Data analysis in the fog often helps the device minimize severe parameter
processing latencies.

5.4. Improved latency

Agile responses and quick decision-making for acute diseases and emergencies, where
transmission time and data processing are to be reduced, are important for a continuous
remote control system. When raw medical data is transferred from medical sensor nodes to
the cloud, cloud computing can trigger response latencies indefinitely if the network condition
is not predictable. This becomes serious when streaming-based data processing, such as that
EEG or ECG signals that are obtained from patients, is needed. Hence, deploying high-
priority data analytics in distributed gateways in the fog later and making time-sensitive
and critical decisions inside the local network make the remote patient monitoring system
more predictable and robust. The processed data can then be transmitted for storage and
further processing to the cloud.

5.5. Sensor nodes energy efficiency

There are various drawbacks to the processing of data at sensor nodes, as medical sensors
are resource-restricted devices. Complicated tasks can, in certain cases, be performed suc-
cessfully at sensor nodes but at significant energy costs. The transfer of heavy-weight tasks
from sensors to intelligent gateways in the fog layer can be an effective solution for solving
the above-mentioned problem, in particular when sensors do not have sufficient resources.
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Much energy can be saved with the aid of fog computing by outsourcing tasks from medical
sensors to intelligent gateways.

6. Performance Evaluation

In this section, we present the performance evaluation of the proposed RPM system. We
have mainly evaluated the performance of the proposed blockchain module and demonstrated
the efficiency of Fog computing in dealing with critical healthcare applications.

6.1. Blockchain Implementation and Performance Evaluation

The proposed blockchain model was implemented via the Hyperledger platform. Hy-
perledger is an open-source development platform for blockchain applications. It has been
widely used as an implementation platform by the research community and is considered
a benchmark tool to evaluate the performance of the proposed approach against state-of-
the-art approaches. For smart contracts, the Hyperledger tool provides easy-to-configure
and user APIs, thus making validation easy for our research work. Furthermore, the REST-
ful API is utilized to provide the functionality of interoperability and expose the back-end
blockchain services to the client application through which the patients or other medical
personnel interact with the system. The smart contacts are designed and aggregated in the
form of .bna files known as business network archive. Hyperledger Composer [34] is used
to implement and design the proposed medical blockchain, which aims to enhance system
operations in terms of throughput and latency. Hyperledger Composer is an open-source
tool used to design blockchain applications. The .bna in the designed platform consists
of a model, query definition, transaction, and access control rules. The model file is the
combination of participants, assets, and transactions. The participants are the user of the
system who can interact with the system to commit transactions. Similarly, the assets are
the medical services that are used by the system users (participants), which are stored in
the blockchain. Likewise, transactions are operations that are used to communicate with
assets. Moreover, transactions are also used to amend the values of assets and participants.
Similarly, the access control rules are also defined to yield authentication and authorization
to the users of the system. We also used the world state database to store the blockchain
data. We specified the queries that are required to determine the interaction between the
blockchain and the world state database. The queries are also used to fetch the user-based
customized data from the database.

Table 2 encapsulates the business network archive file with transactions, assets, and
participants. The users are patients, doctors, and nurses. Similarly, the assets comprise
patients’ medical records, sensors, vital sign readings, and other healthcare records. Lastly,
transactions include getVitalSignReadings, AddHealthcareSensor, and DetectStatus.

The business network archive is then used to construct a Representational state trans-
fer (REST) Application Program Interface (API) in order to provide communication be-
tween the client application and the back-end database. The RESTful API provides cross-
accessibility, where the user of the system can access it from any platform with authentic
credentials. Table 3, presents the RESTful API for the proposed medical blockchain, which
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Table 2: Smart Contract Modeling for Proposed RPM System

Type Components Description

Asset
Healthcare˙Sensor Healthcare sensors, such as ECG, or

EMG etc.
Vital Sign˙Sensing˙Data The vital signs of patients acquired

from healthcare sensor.
HealthRecord The patient medical information,

such as current health condition, de-
ployed sensors, etc.

Participant
Doctor System user.
Patient System user.
Nurse System user.

Transaction

getVitalSignReadings Get vital sign reading from health-
care sensors.

Add˙Healthcare˙Sensor Addition of new healthcare sensor in
a medical blockchain platform.

Modify˙Sensor Modify sensor composition.
Detect˙Status Detect the patient vital sign status.

is based on HTTP protocol. The generated RESTful API is used to expose the medical plat-
form services to the client application. The services are related to patients, nurses, doctors,
EMR, and other medical information. Figure 5 demonstrates how the major components of
the proposed RPM system have interacted during the simulation study.

Table 3: RESTful API for proposed Medical Blockchain

Action Verb Media Type URI
Patient Dashboard ALL Application/json /api/Patient
Doctor Dashboard ALL Application/json /api/Doctor
Nurse Dashboard ALL Application/json /api/Nurse
Healthcare Sensor Dashboard ALL Application/json /api/Sensor
Vital˙Sign Application/json /api/VitalSignReading
EMR Dashboard ALL Application/json /api/PatientRecord
Share patient record with healthcare personnel POST Application/json /api/ShareRecord
Blockchain Network Text GET Application/json /api/system/ping
Issue identity to system user POST Application/json /api/SystemIdentities/issue
Get Identities GET Application/json /api/System/identities
Retrieve historian records GET Application/json /api/System/historian

Within our blockchain implementation, each piece of medical record has one user (owner)
who can share the data they own with other users (doctors) at varying levels of access. Data
sharing between users is modeled by a system where users can share data with other users
in different groups, as well as receive data requests from other users at any access level.
If a user responds to a request by granting data access, an access token is provided to the
receiver in a way that allows that receiver to access the data at the specified access level only.
Our system ensures that sensitive information is never exposed on the blockchain, including
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Figure 5: Sequence of interactions conducted during simulation

both private and document keys, which is necessary in order to maintain the privacy and
security of user-controlled data.

We evaluate the performance of the proposed blockchain model using Hyperledger Caliper
[35]. For experimental analysis, we carried out several experiments in terms of the execution
time when adding a new healthcare device and executing a healthcare data query. We also
measure the average time of the proposed consensus algorithm. The execution time is the
round-trip time which includes the total time of sending the request by the client and getting
the response from the network. In order to evaluate the execution time, we utilized the Post-
man tool, which is used to explore and test the RESTful APIs by simulating a customized
user load within the network. In this study, we created three groups of devices: 150, 300,
and 500, in order to investigate the execution time of registering a device in the proposed
blockchain model. Furthermore, the execution time is analyzed using different statistical
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measures, such as the minimum, maximum, and average times. As shown in Figure 6, in
the case of 150 users, the average, minimum, and maximum execution time to register the
healthcare device is recorded as 2335 ms, 2257 ms, and 2795 ms, respectively. Likewise,
the minimum, maximum, and average execution times for 300 healthcare device-group is
are 1785 ms, 3204 ms, and 2454 ms, respectively. Finally, for 500 devices the minimum
execution time is recorded as 2810 ms, whereas the maximum and average execution time
is 3524 ms and 3015 ms respectively (Figure 6).

Figure 6: Healthcare device registration execution time

The execution time of the proposed system is also evaluated in the case of retrieving
healthcare data from the blockchain network. Every healthcare device in the proposed
platform has the HTTP client functionality which is used to send requests for vital sign
sensing data through the IoT gateway. The request is initially processed by the IoT gateway.
If the requested data is found in the local chain, the IoT gateway validates the device
certificate via the local smart contract and then replies to the device with the encrypted
data. Else, the IoT gateway forwards the request to the REST server, which performs a
similar process. The execution time of reading the vital sign data is illustrated in Figure 7.
The same set of device groups has been considered for the experimental evaluation, i.e., 150,
300, and 500 devices. It is observed from the graph that the increase in the device scale in
the proposed healthcare system will also create an impact on the execution time. However,
the overall execution time of the network remains stable until there is high congestion in the
network. The average execution time of vital sign sensing data in the case of 150, 300, and
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500 devices are 2552 ms, 2525 ms, and 2775 ms, respectively, which are comparable to the
execution times of registering a device that is shown in Figure 6.

Figure 7: Vital signs reading execution time

In order to evaluate the effectiveness of the proposed consensus method, we tested several
scenarios in which we deployed five REST servers and five IoT gateways. The IoT devices
were distributed evenly among the gateways, and each gateway was connected to a REST
server. The servers saved all the blocks that were confirmed by the consensus protocol,
while the IoT gateways saved the blocks of the devices that connected to them only. In
these scenarios, we measure the consensus time of each created block, then we calculate the
minimum, maximum, and average values for all the created blocks. The results are shown
in Figure 8. We notice that the consensus time generally increases as the number of devices
increases, which is logical since, with more devices, the total number of transactions increase,
which adds more time to validate the new blocks. However, the increase in the consensus
time is only 12.5 ms (on average) as the number of devices increases from 150 to 500, which
proves the efficiency of the proposed consensus approach. In addition, the average consensus
time of the system is 140 ms. In case of Ethereum and Bitcoin, it requires 10 to 19 seconds
and 10 minutes to an hour respectively to mine a new block. Hence, the proposed consensus
algorithm outperforms those of other blockchain platforms in terms of consensus time.
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Figure 8: Block consensus time

6.2. Efficiency of the Fog computing infrastructure

Figure 9 depicts the distributed data flow model for our proposed IoT-driven critical
healthcare applications. According to this model, data signals generated by the IoT devices
are pushed into the client module, an initial application interface for interacting with the IoT
devices and actuators and receiving the user’s information, such as name, location, address,
sex, and age of the patient. After pre-processing and filtering the data that is coming
from the IoT devices, the client module forwards the data to the Data Processing module
for further processing. Here, AI-enabled modules can execute data analytics processes for
testing purposes. Based on the outcome of the data processing, a command is issued by
the Data Processing module for the client module so that it can trigger physical emergency
actions through the actuators. Next, the Data Processing module dispatches the processed
data to the aggregator module, which simultaneously interacts with the blockchain module
at the IoT gateway and cloud server to add the data to the blockchain and ensure data
integrity and location-independent data access. The blockchain module interacts with the
storage module in case the data is to be stored off-chain. Finally, The Data Processing
module at the cloud server interacts with the blockchain module to consistently produce
the results that are requested by the application users. Since the client module directly
interacts with the IoT devices, it is preferable to be deployed at the IoT gateways (e.g.,
ECG machines). For the deployment of other modules, there exist different approaches in
the literature. For instance, cloud computation has been exploited in [36] [37] to execute the
data analytics, aggregator, blockchain, storage, and training module. On the other hand,
the proposed RPM system adopts Fog computing for executing these modules and utilizes
the cloud to host the blockchain, storage, and processing modules.
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Figure 9: Data flow model for the proposed RPM system

In this phase of performance evaluation, we demonstrate how the augmentation of Fog
computing in remote patient monitoring improves the service latency and the energy usage
in comparison to harnessing cloud-based resources. The experiments are conducted in an
iFogSim [38] simulated Fog-Cloud computing environment. The computing resources within
the simulation environment are organized in a hierarchical order, as shown in Figure 10. At
the lower level of the simulation environment, twenty-four ECG machines (EMs) equipped
with ECG sensors and emergency alert systems are placed. Based on the simulation design,
an EM can connect with any of the four Fog local servers (FLSs) at the upper level. All
FLSs are also set connected with a Fog regional server (FRS) that helps the lower-level
computing devices to maintain seamless communication with the Cloud datacenter. Table
4 presents the details of the simulation parameters used in the experiments. The numerical
values have been extracted from real-world references as specified in [39] [40]. Additionally,
Table 5 illustrates the configuration of different application modules for the simulations,

Figure 10: Architecture of the simulated Fog-Cloud computing environment
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Table 4: Parameters of simulated environment

Device configuration
Name Processing

speed
Downlink
bandwidth

Uplink
bandwidth

Memory
capacity

Busy
power

Idle
power

(in MIPS) (in MB) (in MB) (in GB) (in MWh) (in MWh)

EM 1000 10 5 8 1.1 0.2
FLS 7000 8 3 12 1.3 0.4
FRS 15000 6 2 16 1.6 0.8
Cloud 40000 3 4 32 3.2 1.4

Sensing frequency of ECG sensors 5 signals per second
Simulation time 500 seconds

Table 5: Module configuration

Name Program size Packet size RAM usage
(in MB) (in KB) (in GB)

Client module 2000 500 1
Data analytic module 4000 1500 6
Aggregator module 1500 1800 2
Blockchain module (periodic) 1000 2000 4
Storage module 1000 2000 2
Analytic training module 8000 2000 12

Figure 11: Performance in reducing sense-process-actuation delay

which have been approximated based on the profiled run-time, resource utilization, and
data communication delay of the proposed solutions in heterogeneous computing devices
and networking context.

The results of the simulation experiments conducted in the aforementioned computing
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Figure 12: Performance in reducing energy consumption

Figure 13: Performance in blockchain transaction retrieval

setup demonstrate that our proposed Fog computing-based RPMS outperforms the Cloud
computing-based RPMS both in terms of reducing sense-process-actuation delay (calculated
using iFogSim AppLoop model on ECG sensors→ client module→ data analytic module→
client module → emergency alert system data flow) and energy usage. Figure 11 indicates
that the augmentation of Fog computing can improve the responsiveness of RPMS by 40%
in initiating alert messages during emergency situations compared to its cloud counterpart.
Such performance improvement happens mainly for executing the data analytics module
closer to the sources, that consequently decreases the data transfer delay to remote cloud
servers. Moreover, the computing devices in the Fog paradigm consume a reduced amount
of energy than a cloud server because of their capacity constraints. Statistically, this feature
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also has an influence in lowering the idle energy consumption of Fog computing devices.
Therefore, when the time-based energy consumption model (as programmed in the iFogSim
simulator) is applied, the Fog computing-based RPMS promises to deliver its services by
consuming around 36% less energy than its Cloud-based implementation (as shown in Figure
12).

On the other hand, due to executing the blockchain module at the fog devices, the delay
required to retrieve a random blockchain transaction decreases as compared to the cloud-
based RPMS, as shown in Figure 13. The figure illustrates that when the transaction size
is equal to 500 KB, the proposed system requires an average of 7.16 ms to retrieve the
transaction from the blockchain, while cloud-based RPMS needs 16.54 ms. On the other
hand, for a 2000 KB transaction, the proposed RPMS produces a delay equal to 8.9 ms,
while the cloud-based RPMS needs 19.34 ms. Hence, the proposed RPMS reduces the
transaction retrieval delay by an average of 55.1%. This is mainly due to the cases in which
the transaction is fetched from the local chain, which require much less end-to-end delay
than retrieving the transaction from the global chain, due to the deployment of fog nodes
at locations that are much nearer to the sensor nodes than the cloud servers.

7. Security Analysis

Having a robust architecture encryption scheme as part of a blockchain-based data-
sharing system is particularly critical from a security perspective because most blockchain
implementations replicate the entire transaction ledger onto each node, therefore, multiply-
ing the potential attack surface by the number of nodes in the network. In the following,
we discuss the security analysis which we performed on the proposed patient monitoring
system.

• Key attack: Elliptic curve encryption method is employed from a key pair, and an
attacker can’t calculate the private key to address the elliptic curve logarithm problem;
hence the security of the proposed model is ensured. Moreover, for each session, a
temporary private key is generated for interaction among the nodes. In such a way, if
a private key gets compromised in terms of leakage, then this will not have an impact
on the session, as the attacker would not be able to calculate a session key for a session
that is currently going on among the nodes; and (b) the leaked private key is of no use
until the session is completed.

• Replay attack: The proposed model uses an individual temporary private key that
is different for each session agreement among the interacting nodes. It is improbable
that a replay attack becomes successful since private keys hold a bounded lifetime.

• Impersonation attack: This attack is executed only if the attacker has successfully
obtained the private key. The proposed model employs an individual private key and
elliptic curve encryption. Therefore, this attack cannot be executed.
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• Sybil attack: there are different methods to remove the impact of Sybil attack on
the proposed model, such as increasing the price to form a new identity. This method
restricts attackers from obtaining fake identities, using a two-factor authentication
mechanism and accumulating the MAC and IP addresses of the participants, which
permits the detection of those participants who have varying identities.

• False data injection attack: Prior to validating the records, the consensus algorithm
is executed by the blockchain nodes. On arrival of the positive consensus, a node can
confirm the legitimacy of the received record.

• Tampering attack: For encryption and signing the transaction, a public key crypto-
system is employed. This indicates that the tampering node cannot amend the transac-
tion as it does not hold the private key of the signing node. Furthermore, the proposed
model can handle the key attacks; therefore, the adversaries cannot exploit the private
keys.

• Modification attack: As explained above, this attack is impossible because the
adversaries cannot exploit the private keys.

• Hiding blocks attack: A record in the proposed vital sign monitoring platform
holds a unique sequence number. It is a must for a blockchain node to provide its
saved records if requested. If a node in the network does not offer its records, it is
detached from the network and disallowed to interact with other nodes.

• Man-in-the-middle attack: A mutual authentication is performed between the
nodes in the proposed model, which employs private keys for each session agreement,
therefore, man-in-the-middle attacks are prevented.

• Compromisation attack: If an attacker compromises a cloud server and attempts
to sabotage the consensus operation by sending a ”Block Add” message that contains
an invalid block, the legitimate cloud servers will detect the attack from the invalid
signatures in the ”Block Add” message, since the attacker will not be able to generate
the valid signatures of the other cloud servers. If the attacker drops the block that
it receives from the IoT gateway, the latter reports the attack to the IoT ecosystem
administrator when it detects that its block was not added to the blockchain in due
time. Finally, if the attacker sends a wrong reply message when it receives a new block
from another cloud server, the attack will not have an effect as long as the number of
legitimate cloud servers is greater than N /2.

8. Conclusion and Future Work

In this work, we have presented a three-layer remote patient monitoring system that
leverages blockchain technology for better security and Fog technology for providing low-
latency services to IoT devices and healthcare users. The most important functions that
encompass the system components are described and evaluated. In addition, a new consensus
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protocol that is tailored to the RPM environment is discussed and analyzed. Moreover, the
blockchain module was implemented and tested using Hyperledger Fabric Framework, and it
achieved low execution and consensus delays. Moreover, the augmentation of Fog computing
can improve the responsiveness of the remote patient monitoring system by 40%.

Several future works are being studied to enhance the proposed system. For example,
we are planning to perform the simulations using real healthcare datasets (such as that in
[41]). In addition, we intend to add a prediction module at the cloud layer that can predict
a heart disease problem before its occurrence. The module would analyze the patient’s data
from the global blockchain over an extended period to enhance prediction accuracy. Another
enhancement would be the integration of the proposed blockchain system with a body area
network (BAN) framework that is used to collect patient medical data in an efficient manner.
Such integration should be carefully designed in order to secure the BAN operations without
adding significant overhead in terms of computation and energy consumption on the BAN
nodes. A similar system was proposed in [42]. Hence, we aim to study the literature in order
to adjust the proposed blockchain system to make it suitable for a BAN environment.

Another important future work is to enhance the proposed fog layer by augmenting it
with modern technological tools that will improve its performance. For example, federated
learning can be used by fog nodes to filter and analyze the readings of IoT devices in order
to provide more accurate results to healthcare providers. Another important aspect is to
design the scheduling of IoT data on the fog layer using the blockchain. For this aspect, we
intend to adopt a previous strategy that we proposed in [43] to guarantee that a fog node
treats data from IoT nodes fairly and provides equal opportunities for IoT nodes to save
their data in the blockchain.

Finally, we will study the scalability of the proposed system and its ability to support a
large number of IoT ecosystems. For this purpose, we will design a hierarchical clustering
framework that distributes cloud servers, fog nodes, and IoT devices into clusters based on
their geographic locations and the deployed healthcare application. Using clustering will
allow us to reduce the delay overhead when the application contains a huge number of
blockchain nodes. In such a system, it is possible to execute a blockchain query in parallel
by distributing it over the cluster heads, which would result in a reduced end-to-end delay
between the patient and the healthcare provider.
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