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For several years, much research has focused on the importance of traffic sign recognition systems, which have played a very
important role in road safety. Researchers have exploited the techniques of machine learning, deep learning, and image
processing to carry out their research successfully. The new and recent research on road sign classification and recognition
systems is the result of the use of deep learning-based architectures such as the convolutional neural network (CNN)
architectures. In this research work, the goal was to achieve a CNN model that is lightweight and easily implemented for an
embedded application and with excellent classification accuracy. We choose to work with an improved network LeNet-5 model
for the classification of road signs. We trained our model network on the German Traffic Sign Recognition Benchmark
(GTSRB) database and also on the Belgian Traffic Sign Data Set (BTSD), and it gave good results compared to other models
tested by us and others tested by different researchers. The accuracy was 99.84% on GTSRB and 98.37% on BTSD. The lightness
and the reduced number of parameters of our model (0.38 million) based on the enhanced LeNet-5 network pushed us to test
our model for an embedded application using a webcam. The results we found are efficient, which emphasize the effectiveness of
our method.

1. Introduction

Road safety is attracting the attention of many researchers
around the world since it is indispensable in protecting
human life. Driver assistance systems have played a very
important role. For several years now, systems for the detec-
tion, classification, and recognition of road signs have
become a very important research topic for researchers.
From one research project to another, the authors have tried
to improve the accuracy and recognition rate of these sys-
tems. To achieve these improvements, some researchers have
turned to deep learning models.

Amongst these models that have been successful in the
field of object detection [1] and image classification [2] are
CNN [3]. CNN’s methods are similar to those of traditional
supervised learning methods: they receive input images,
detect the features of each of them, and then train a classifier

on them. However, the features are learned automatically.
The CNN do all the tedious work of feature extraction and
description themselves: during the training phase, the classi-
fication error is minimized in order to optimize the classifier
parameters and the features. In addition, the specific archi-
tecture of the network makes it possible to extract features
of different complexities, from the simplest to the most
sophisticated [4].

Object detection and image classification are part of
machine vision and machine learning problems [5, 6]. Road
sign classification is a difficult task in machine vision since
it requires a lot of computational effort and a correct, consis-
tent, and accurate classification algorithm. CNN can solve
such problems, thanks to the availability of their precise
and simple architecture [7]. Since 2010, these architectures
were numerous thanks to the flagship computer vision com-
petition ILSVRC (ImageNet Large Scale Visual Recognition
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Challenge) which aimed at correctly locating and classifying
objects and scenes in images [8]. For example, during this
annual competition in 2012, the AlexNet architecture was
created, which is a convolutional neural network. Since the
creation of this architecture, it was invented in several image
detection and classification tasks: face detection [9], facial
emotion detection [10], garbage detection [11], counterfeit
image detection, and localization [12].

AlexNet is inspired by LeNet convolutional neural net-
works. LeNet architectures were produced in 1998 by LeCun
et al. [13] for the recognition of digital characters in a docu-
ment. LeNet is characterized by the simplicity of its architec-
ture, which is small in terms of memory capacity (light) and
therefore low in computational complexity, making it excel-
lent for use [14]. LeNet-5 is a very famous architecture in
the field of object detection and image classification [15–
17]. The traditional LeNet-5 consists of 7 layers including 3
convolutional layers, 3 subsampling layers, and a fully con-
nected layer followed by an output layer. Due to the lightness
of this network, the training time is reduced, as well as the
number of parameters, which makes the classification task
easier for a machine.

A reduced number of parameters and a lightweight
model are necessary characteristics for a successful CNN
model implementation in an embedded application. A very
important keyword in our work that can make it special is
a lightweight network. New researches in the fields of object
detection and image classification are interested in this
parameter for a more flexible and simpler implementation.
For example, in this article [18], the authors proposed a
lightweight model for license plate detection in complex
scenes. In another work [19], the authors of this article
improved a lightweight CNN model to solve the problems
of facial expression recognition. On the other hand, the
detection and classification of players are proposed in this
paper [20], and the authors used a lightweight CNN model
with a very small number of training parameters to achieve
their goal.

As we can see from the order of introduction, our work
has several strong points. First of all, we talked about CNN,
so we will work with a model based on CNN. In addition,
we provide some very famous examples of CNN architec-
tures. We chose to work with an enhanced and modified
model of the LeNet-5 (EnLeNet-5) network, and we will
mention the improvements and modifications in the follow-
ing sections of our paper. We insisted on the keyword light-
ness since after testing our proposed network on 43 classes
of road signs in still images, we are going to implement it in
an embedded application using the webcam, so this time,
we are talking about a detection of the traffic sign in a video,
which improves our work and makes it special. Another
strong point of our work, by analyzing the modifications on
the LeNet-5 architecture in several fields by many researchers
around the world, we could notice that our modification and
improvement gave excellent and even perfect results depend-
ing on the accuracy, the lightness of the model, and the much
reduced number of parameters.

The remainder of this paper is organized as follows. Sec-
tion 2 presents the related work. The proposed method is

given in detail in Section 3. Section 4 presents the experimen-
tal results. Finally, some conclusions are made in Section 5.

2. Related Work

Recent research on road sign recognition systems uses deep
learning models based on CNN. In order to recognize many
classes of road signs, as, for example, in the GTSRB database
which contains 43 classes, it is necessary to extract as many
important features as possible from a road sign. CNN has
the advantage of hidden feature extraction processing, allow-
ing parallel processing through a parallel structure and real-
time operation [21]. For example, in this article [22], the traf-
fic sign recognition system is composed of two parts, a detec-
tion block based on color information to filter out the most
nonimage-related parts. Then, they used BCT (Bilateral Chi-
nese Transform) and VBT (Vertex and Bisector Transform)
for the detailed areas to filter and position the region of inter-
est (ROI). Another block of road sign classification and type
recognition is through the CNN. It is used to judge whether
the candidate region is a traffic sign and what type of sign it
is. In another work [23], the use of CNN eliminated the man-
ual work of feature extraction and provided resistance to spa-
tial variations, the system was tested on GTSRB, and the
accuracy rate using CNN reached 97.6%. In this paper [24],
the authors started by reprocessing a traffic sign image to
improve quality and contrast using the histogram equaliza-
tion method, which shows the importance of the image pro-
cessing part of an image. Then, the images are recognized by
a CNN, and the large-scale structure of the information con-
tained in traffic sign images is obtained using a hierarchical
meaning detection method based on graphic models. On
the other hand, two CNN architectures are presented in this
work [25]; the first one contains 8 layers, and after an
enhancement, the second one contains 6 layers; it is a light-
weight architecture. Both models are tested on a database of
road signs in Saudi Arabia. The performances of the pro-
posed architectures were remarkable. From one model to
another CNN architecture change, this work [26] proposes
a model called “Improved VGG” (IVGG) inspired from the
VGG model. The IVGG model includes 9 layers, compared
to the original VGG model which contains 16 layers; it is
added a max pooling operation and a dropout operation after
several convolutional layers, to capture the main features and
save training time. According to this work, we can notice the
importance of a light model in terms of the number of
trained parameters, training time, and speed of convergence.
Also in this paper [27], the model is considerably improved
on the basis of the classical LeNet-5 convolutional neural net-
work model using the Gabor layers and selecting the Adam
method as the optimization algorithm. Finally, for the classi-
fication and recognition of road signs, the experiments are
conducted on the German database with an excellent accu-
racy of 99.75% and an average processing time per frame of
5.4ms. According to the results of this last article, we can
notice the lightness of a model based on LeNet-5 which is a
strong point of our work.

Another real-time embedded traffic sign recognition
[28] uses an efficient convolutional neural network for
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classification and a multiscale, deep-separable convolution
operation for detection. This model has only 0.9 million
parameters while achieving 98.6% of accuracy on GTSRB.
What is more, in the latter paper, the authors tested their
method using both traditional VGG 16 and LeNet architec-
tures. Based on the results (test time and test accuracy), they
found that LeNet was faster and more accurate than VGG 16
in this case. It was more appropriate to choose a network
similar to LeNet. Still, our vision is based on models based
on the LeNet network; in this document [29], the editors of
this paper were impressed by the accuracy of a Korean sign
recognition system that used LeNet-5 to classify 6 types of
Korean road signs achieving 100% accuracy by correctly rec-
ognizing 16 signs while driving on the Korea Advanced Insti-
tute of Science and Technology (KAIST) campus road; the
authors of this work decided to test the model proposed by
the Korean researchers on the GTSRB database; they
obtained an accuracy of 89%, and the number of trained
parameters was 0.13 million. For the European database
(comprised of a set of road signs from 6 different European
countries: Belgium, Croatia, France, Germany, the Nether-
lands, and Sweden), they obtained an accuracy of 89.8%
and a number of parameters equal to 0.35 million with a very
reduced processing time of a single image for both databases
which is equal to 0.0067ms. The processing time for each
model depends on the number of parameters and the frame
used. All this new research shows the importance and effi-
ciency of models based on CNN architectures in the imple-
mentation of a road sign recognition system. In the next
section, we will explain our method described in Figure 1
while showing the strong points of our work. We have cre-
ated an improved architecture inspired by the LeNet-5 net-
work. We achieved a remarkable test accuracy of 99.84%
compared to other works. Moreover, our model is light in
terms of the number of parameters and processing time.
On the other hand, we managed to implement our model
in an embedded application using the webcam and the results
were excellent. The improvements of the model are indicated
in the following sections.

3. Proposed Method

Recent research on traffic sign recognition systems has
shown great interest in image quality and contrast. The use
of image processing techniques improves the task of classifi-
cation and the accuracy of the system. For example, in this
work [30] that uses the Yolov3 technique, when preprocess-
ing incoming road images, color contrasts are enhanced
and edges are sharpened for easier detection of small traffic
signs. This new technique, developed by the authors of this
latest paper, improves the edge characteristics of these small
traffic signs, making them easier to detect. What is more,
their method improves the contrast and sharpness of the
edges, allowing these low-quality traffic signs to become sen-
sitive for high probability detection. The mean average preci-
sion (mAP) on the Korean Traffic Sign Data Set (KTSD)
without the pretreatments was 88.24% and with the pretreat-
ments 98.15% which shows the importance of this task.

3.1. Image Processing and Enhancement. In this paper, we
seek to improve the image quality before being trained and
tested by our model to achieve excellent accuracy in classify-
ing road signs. As we already said, we are looking for the
lightness of the model for the embedded implementation
using the webcam, so we convert the RGB space to grayscale.

The reasons for this conversion are first, it has been
shown that the color-coded information is sensitive to noise,
lighting conditions, and quality of the capture equipment
[31]. In addition, the number of trained parameters and
training time will be reduced compared to the case of using
an RGB image.

We will explain how the number of channels in an image
will affect the number of parameters. In a convolution layer,
the number of parameters is equal to the sum of the number
of weights of this layer Wc and the number of bias Bc.
Wc = ðsize ðwidthÞ of kernels used in the convolution layerÞ2 ∗
ðnumber of channels of the input imageÞ ∗ ðnumber of kernels
Þ and Bc = number of kernels. In the case of an RGB image,
the number of channels of the input image is equal to 3 but
in the case of a grayscale image is equal to 1.

Histogram equalization is used afterwards to improve
the image contrast [32]; for example, in this new research

German/Belgian
traffic sign data set

Train Test

Pre-processing
process

Pre-processing
process

Train a CNN
model 

Learned CNN
model

Classification

Prediction
Classe la plus probable:
limit speed 30 km/h

Figure 1: Our proposed method.
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Figure 2: Preprocessing process.
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[33], the authors use contrast limited adaptive histogram
equalization (CLAHE) to equalize the brightness distribution
of the image, and the uniform pixel distribution of the gray
image is modified to make the image details clearer so that
the image contrast can be improved. Adjusting the histogram
of the training images effectively helps to make the training
process more dynamic. The collected traffic sign images are
susceptible to the shooting angle, shooting distance, and
other factors, which will lead to different sizes and seriously
affect the feature extraction and classification tasks [34].
The size of the traffic sign image is adjusted to 32 × 32 to
speed up the training process compared to a large image,
and in order to ensure equal representation of all features,
data normalization was used, which is a simple process
applied to obtain the same data scale of all examples. Summa-
rizing our preprocessing process, we will find data loading,
data resizing, grayscale conversion, application of equaliza-
tion histograms, and finally data normalization. This process
is applied in our work on training and test images. Data aug-
mentation is applied on training images. Figure 2 shows the
sequence of the preprocessing process.

3.2. Enhanced LeNet-5 Architecture. Once the data augmen-
tation technique is used to increase the number of training
traffic sign images, then after enhancement using the prepro-
cessing process, we will train the image through an improved
model network. As already mentioned, our architecture is
inspired by the famous LeNet-5. The traditional LeNet-5
architecture is composed of 7 layers taking into account the
softmax output layer. The distribution of the layers in this
traditional architecture is as presented in Figure 3 and as fol-
lows: a first convolution layer (Conv1), a first max pooling
layer (MP), a second convolution layer (Conv2), a second
max pooling layer (MP), and 2 fully connected layers (FC1
and FC2) and the softmax output layer (SM).

In our work, we are going to modify this distribution by
putting, each time, two successive convolution layers: the first
features extracted during convolution are very important and
are low-level features, so by putting two successive convolu-
tion layers, it is possible to extract high-level features (not
only edges and corners) from the input images. On the other
hand, the first convolution layer of a CNN is essentially a

standard image filter (+ a Rectified Linear Unit, ReLU). Its
purpose is to take a raw image and extract the basic features
(e.g., edges and corners) from it. These features are called
low-level features. For example, in this paper [35], the
authors made a modification on the first layer of the fully
connected network by adding the results of the first convolu-
tion operation since the first convolution characteristics can
contain elements as important as those injected in the fully
connected network. According to our method, we choose to
have two successive convolutional layers before the pooling
layers, in order to be able to build better data representations
without quickly losing all your spatial information. This is
the pooling convolution method; it was used in AlexNet,
VGG, Inception, and ResNet.

In fact, compared to other layers, a fully connected
(FC) layer has the largest number of parameters because
each neuron is connected to all other neurons. Moreover,
fully connected layers are incredibly expensive in terms of
calculation. In some cases (AlexNet and LeNet), more than
half of the total calculation costs, in terms of the number of
parameters, comes only from these fully connected layers.
Compared to the traditional LeNet-5 model, our model con-
tains only one fully connected layer, which is fixed between
the last convolution and the output layer. This choice allowed
the reduction of the number of parameters, which affects the
lightness of the model and reduces the complexity of the
calculation.

The formation of convolutional neural networks is com-
plicated by the fact that the distribution of inputs in each
layer changes during training as the parameters of the previ-
ous layers change. It slows down training by requiring lower
learning rates and careful parameter initialization and makes
it notoriously difficult to train models with saturating nonlin-
earities [26]. The batch normalization (BN) layers can solve
this problem; by normalizing the input of each layer, it
ensures that the distribution of input data in each layer is sta-
ble, thus achieving the goal of accelerated training. So there,
in our model, we added BN after each convolution layer
and also after the fully connected layer. Moreover, to reduce
overfitting and improve the road sign classification effect, we
added a dropout’s regularization rate of 0.5 after the last con-
volution operation (convolution+subsampling) and also after

Conv1 Conv2 FC2 SM Prediction
MP MP FC1 

Figure 3: Classic LeNet-5 model network.

Block conv1 Block conv2
Block
FC 

SM PredictionMP MP,
DO

DO

Figure 4: Enhanced LeNet-5 model network.
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Figure 5: German database classes.
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the fully connected layer. We added BN and dropout after the
fully connected layer to speed up the model convergence and
thus the training speed.

Another strength of our model is that instead of using the
tanh (hyperbolic tangent), ReLU (Rectified Linear Unit) and
sigmoid activation functions as in the traditional LeNet-5
model, we used LeakyReLU [36]. ReLU allows the network
to converge quickly, and although it looks like a linear func-
tion, ReLU has a derived function and allows backpropaga-
tion. But when the inputs approach zero, or are negative,
the gradient of the function becomes zero; the network can-
not perform backpropagation and cannot learn what

Figure 7: Images after preprocessing process.

Table 1: Performance ([training accuracy/validation accuracy]; [loss/validation loss]) comparison of our 2 model networks for 20 epochs: for
our first network, we used Adadelta as the loss function optimizer and LeakyReLU as the activation function; for our second network, we used
Adam and ReLU.

Performances Adadelta+LeakyReLU(our first network) Adam+ReLU(our second network)

Epoch 1 [train/val]; [loss/val loss] [0.597/0.958]; [1.47/0.157] [0.635/0.9766]; [1.325/0.071]

Epoch 5 [train/val]; [loss/val loss] [0.962/0.992]; [0.128/0.027] [0.9696/0.9904]; [0.0992/0.034]

Epoch 10 [train/val]; [loss/val loss] [0.980/0.996]; [0.065/0.013] [0.983/0.9933]; [0.056/0.021]

Epoch 15 [train/val]; [loss/val loss] [0.985/0.998]; [0.047/0.004] [0.9876/0.9986]; [0.039/0.0039]

Epoch 20 [train/val]; [loss/val loss] [0.987/0.998]; [0.039/0.004] [0.9897/0.9982]; [0.0328/0.0051]

Training time (h) 0.86 0.91

Test accuracy (%) 99.84 99.78

Test score 0.004 0.009

Table 2: CNN-training parameters.

CNN-training parameters Value

Batch size training 20

Batch size validation 50

Steps per epoch 2000

Optimizer Adadelta

Learning rate 1.0

Activation function LeakyReLU

Input image size (32, 32, 1)

Table 3: The output data format of the input layer, every
intermediate layer, and the output layer in our final model network.

Layers (type) Output shape

Conv2d_1 (Conv2D) (none, 28, 28, 60)

Conv2d_2 (Conv2D) (none, 24, 24, 60)

Max_pooling2d_1 (MaxPooling1) (none, 12, 12, 60)

Conv2d_3 (Conv2D) (none, 10, 10, 30)

Conv2d_4 (Conv2D) (none, 8, 8, 30)

Max_pooling2d_2 (MaxPooling2) (none, 4, 4, 30)

Dropout_1 (dropout) (50%) (none, 4, 4, 30)

Flatten_1 (flatten) (none, 480)

Dense_1 (dense) (none, 500)

Dropout_2 (dropout) (50%) (none, 500)

Output layer (none, 43)

Table 4: Number of trainable parameters of our proposed network
compared with that of previous state-of-the-art approaches.

Method
Number of trainable
parameters (million)

Faster R-CNN [41] 2.92

Multiscale CNN [42] 1.4

Lightweight deep network
(student model) [43]

0.8

Lightweight deep network
(teacher model) [43]

7.9

Our first network (our final network) 0.38

Table 5: Training time of our proposed network compared with
that of previous state-of-the-art approaches.

Network Training time (h)

LeNet-5 [34] 0.92

Optimized LeNet-5 [34] 0.68

Classical LeNet-5 [44] 0.87

Our second network 0.91

Our first network (our final network) 0.86
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decreases the model’s ability to fit or train properly from the
data. For this reason, the ReLU function is chosen which pre-
vents the problem of the ReLU dying: this variation of the
ReLU has a slight positive slope in the negative area, which
allows backward propagation even with negative input
values. For example, in this work [37], the authors compared
ReLU and LeakyReLU according to the classification accu-
racy on the GTSRB database. The effect is excellent when
using LeakyReLU. The LeakyReLU function has as equation

f xð Þ =
0:01x, for x < 0,

x, for x ≥ 0:

(

ð1Þ

The function ReLU has as equation

f xð Þ =
0, for x < 0,

1, for x ≥ 0:

(

ð2Þ
According to our model, after each convolution layer, we

add the LeakyReLU activation function and also add the fully
connected layer before the output layer.
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Figure 8: Performance comparison between our final model network and the classic LeNet-5 network: (a) with our final model network; (b)
with the classic LeNet-5 network.

Table 6: Accuracy of our proposed network compared with that of
previous state-of-the-art approaches on German traffic sign data set.

Methods Accuracy (%)

Optimized LeNet-5 [34] Between 93 and 96

Modified LeNet-5 network [35] 95.2

Improved LeNet-5 [27] 99.75

LeNet architecture [45] 96.23

Small CNN [46] 97.4

Improved LeNet-5 [44] 98.12

Lightweight deep network [43] 99.61

Deep CNN [37] 98.96

Efficient CNN [41] 99.66

Ours 99.84
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Classe la plus probable: Speed limit 30 km/h probability:

Classe la plus probable: General caution − Probability: 1.0

Classe la plus probable: Speed limit (120 km/h) − Probability:
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Figure 9: Prediction results on GTSRB.
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As shown in Figure 4, our model is similar to the tra-
ditional LeNet-5 model. For our model, we will start with
block conv1: this block contains two successive convolu-
tion layers (C1, C2); each convolution layer is followed
by a BN layer with a LeakyReLU activation function. Cor-
respondingly for the second block Conv2: two successive
convolution layers (C3, C4) each convolution layer is
followed by a layer of BN with a Leaky activation func-
tion. Each block is followed by an MP layer. The second
convolution block is followed by an MP layer and a DO
(DropOut) regularization. As shown in Figure 4, our
model contains a single FC block. This block contains
the number of hidden layer nodes equal to 500, followed
by the BN layer with LeakyReLU function and DO (Drop-
Out). SM is the classification layer of the image features;
they have a total of 43 layers since we have 43 classes of
road signs.

4. Experimental Results

GTSRB [38] is a very famous international database of road
signs. In order to train and test the model, some research pro-
jects [38] used this database. GTSRB contains 43 kinds of
road signs, training and test images taken under real condi-
tions, as shown in Figure 5, a total of more than 50,000
images.

The database contains road sign images of different
sizes, and the number of images in different categories is
different, which will lead to the imbalance of the data
set, thus affecting the accuracy of classification, as shown
in Figure 6.

In our work, to avoid this problem, we use the data aug-
mentation technique [39] to increase the number of training
images since the CNN becomes more efficient with a huge
database. Also, by increasing the number of data, we will
get a variation of exposures and more points of view for the
same image which ensures better prediction. The data aug-
mentation technique is applied on the training images.

In order to train and evaluate our improved model, we
made this distribution of data: 20% for the test and 80% for
the training, and from this 80% of training, we chose 20%
for the validation. The training data is used to train the
model, the validation data allows us to supervise the perfor-
mance of the model while training it (a reduced version of
the test data), and the test data is used to evaluate the model.
On the other hand, in order to build our model, the Tensor-
Flow frameworks are used.

After applying processing and data enhancement tech-
niques to the data to be driven from the GTSRB database
as shown in Figure 7.

We will build our model inspired by LeNet-5. First, in
the traditional LeNet-5 model, the number of filters in C1
equals 6 and in C2 equals 16. In our improved model, we
increased the number of filters as follows: for the first
block (C1 and C2), the number equals 60, and for the sec-
ond block (C3 and C4), the number equals 30. In the tra-
ditional model, the size of the filters in C1 and C2 is 5 ∗ 5.
For the first block (C1, C2), a filter size of 5 ∗ 5 is chosen,
and for the second block (C3, C4), a filter size of 3 ∗ 3 is
chosen. Secondly, the traditional model contains two fully
connected layers FC1 and FC1 with a number of nodes
equal to 84 and 120, respectively. In our model, we have
reduced the number of fully connected layers by increas-
ing the number of nodes to 500. In this work, the LeakyR-
eLU activation function was chosen instead of the tanh,
sigmoid, and ReLU functions that are used in the tradi-
tional LeNet-5 model or in other modified models. On
the other hand, in order to optimize the parameters, a loss
function had to be set. These losses often measure the
quadratic or absolute error between the output generated
by the model and the desired output. In our work, we
use cross-entropy which is designed specifically for classi-
fication problems. It minimizes the distance between two
probability distributions: predicted and actual. As a glide
slope technique, we use the Adadelta optimizer [40]
because of the good performance found when used with
the LeakyReLU activation function (Table 1). The CNN
training parameters are set in Table 2.

Table 7: Accuracy of our proposed network compared with that of
previous state-of-the-art approaches and 2 CNN models tested by
us (model: CNN_1, model: classic_LeNet_5) on Belgian Traffic
Sign Data Set (BTSD).

Methods Accuracy (%)

Single CNN with 3 STNs [47] 98.87

One CNN [48] 98.17

INNLP+SRC (PI) [49] 97.83

Small CNN [46] 98.1

Model: CNN_1 90.43

Model: classic_LeNet_5 92.81

Model: modified_LeNet_5 (our proposed network) 98.37

Model: CNN_1

Score for model: Test loss:

Score for model: Test accuracy:

Model: Modified_LeNet_5: Our model

Score for model: Test loss:

Score for model: Test accuracy:

Model: classic_LeNet_5

Score for model: Test loss: 0.5460904836654663

Score for model: Test accuracy: 0.904365062713623

0.07987987250089645

0.0983730137348175

0.2771400511264801

0.928174614906311

Figure 11: Test loss and test accuracy results for the different models we tested.
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When training 20 epochs, we can notice that the second
model using Adam as the optimizer and ReLU as the activa-
tion function is better trained than the first model using Ada-
delta and LeakyReLU. On the other hand, when comparing
based on training time, our first model consumes less time
than the second model. Moreover, we reach an accuracy of
99.84% thanks to the first model. In addition, the test score
was 0.004 in the case of the 1st model; on the other hand, it
was 0.009 in the case of the 2nd model. According to these
comparisons we chose to work with the 1st model which
architecture's presented in Table 3 as the final model after
all the improvements made.

Our improved model contains 8 layers between convolu-
tion, MaxPooling, and fully connected. Taking into account
the BN layers, our model contains 12 layers, so it is deeper
than the traditional LeNet-5 model. Usually, a deep model
that contains many layers costs in terms of the number of
parameters as shows in Table 4. An advantage of our model
is that it is a bit deep but light; moreover, the training time
is reduced compared to several other architectures used as
shown in Table 5.

From Figure 8, we can see that the training of our final
model network is better than that of the traditional LeNet-5
architecture. With LeNet-5 at epoch = 20, the training accu-
racy is equal to 0.9609, validation accuracy is equal to
0.9882, loss is equal to 0.106, and validation loss is equal to
0.043. With our improved model at epoch = 20, training
accuracy = 0:9879, validation accuracy = 0:9989, loss = 0:039,
and validation loss = 0:0042. On the other hand, with LeNet-
5, test accuracy = 0:9887 (98.87%), but with our model, test
accuracy = 0:9984 (99.84%). We can conclude that our
improved model is very powerful and precise; moreover, our
improvements were successful.

In order to build a successful traffic sign classification sys-
tem, many researchers used the LeNet-5 model in their work
[27, 34, 35, 43, 44]. Our improvements were very successful,
and the accuracy of our model was the best as shown in
Table 6.

In order to demonstrate the efficiency of the improved
architecture, we try to predict images that have never been
seen by the trained model architecture. The results were
excellent as shown in Figure 9.

We also use the Belgian database which contains 62 clas-
ses, in order to show the efficiency and the good accuracy of
our model on several road sign databases. We also trained
other models among which the classic LeNet-5 in order to
make comparisons according to the accuracy of training
and testing with our model. The found results show the effec-
tiveness of our method as illustrated in Figure 10.

From the curves in Figure 10 and from the results shown
in Figure 11, it can be seen that the best performance is that
of our model; we were able to achieve an excellent test accu-
racy of 98.37%. But, with the model CNN_1, the accuracy
was 90.43%, and in the case of classic_LeNet_5, it was 92.81%.

Our model was able to recognize the traffic signs of the
Belgian database correctly with an excellent accuracy com-
pared to other works as shown in Table 7, which confirms
the effectiveness of our method as shown in Figure 12.

The good performance of our model’s architecture
pushed us towards an implementation in an embedded appli-
cation using the webcam. First, we start by opening the web-
cam. We have used the model architecture that has been
trained and registered. The road sign image captured by the
webcam goes through the preprocessing process (resizing,
grayscaling, and normalization). The model we have trained
contains the output of labels and 43 types of signs. Our model
analyzes this frame and generates its feature vectors. Finally,
it will decide which class this frame belongs to (the predic-
tion). The flowchart of our application using webcam is pre-
sented in Figure 13.

We downloaded some road sign images from Google
using a smartphone. Then, we will show the traffic sign image
to the webcam to make the prediction. Even with the vibra-
tion of the hand picking up the phone, the classification
was perfect. In addition, the same road sign (speed limit
50 km/h) is displayed at different viewing positions to the

Figure 12: Predict results on BTSD.
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webcam, and the prediction is still correct and perfect, as
shown in Figure 14.

5. Conclusion

The objective of road sign classification is to develop a system
capable of automatically assigning a class to a road sign
image. The applications of automatic classification of road
signs are numerous, but the accuracy of our system was
remarkable and among the best when compared with other
works. We have modified and improved the architecture
inspired by the famous LeNet-5. Our improvements allow
us to obtain an accuracy of 99.84% and a reduced number
of trained parameters compared to the depth of our model.
Lightness allows us to try our model with an embedded appli-
cation that uses the webcam. In this case, the classification is
also very accurate.
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