A Lightweight Robust Deep Learning Model Gained High Accuracy in Classifying a Wide Range of Diabetic Retinopathy Images
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\textbf{ABSTRACT} Diabetic retinopathy (DR) is a common complication of diabetes mellitus, and retinal blood vessel damage can lead to vision loss and blindness if not recognized at an early stage. Manual DR detection using large fundus image data is time-consuming and error-prone. An effective automatic DR detection system can be significantly faster and potentially more accurate. This study aims to classify fundus images into five DR classes, using deep learning methods, with the highest possible accuracy and the lowest possible computational time. Three distinct DR datasets, APTOS, Messidor2, and IDRiD, are merged, resulting in 5,819 raw images. Before training the model, various image preprocessing techniques are applied to remove artifacts and noise from the images and improve their quality. Three augmentation techniques: geometric, photometric, and elastic deformation, are used to create a balanced dataset. A shallow convolutional neural network (CNN) is developed using three blocks of convolutional layers and maxpool layers with a categorical cross-entropy loss function, Adam optimizer, 0.0001 learning rate, and 64 batch size as a base model, and this is also employed to determine the best data augmentation method for further processing. A study to optimize the performance is then conducted by changing different components and hyperparameters of the base model, resulting in our proposed RetNet-10 model. Six cutting-edge models are employed for comparison. Our proposed RetNet-10 model performed the best, with a testing accuracy of 98.65%. MobileNetV2, VGG16, Xception, VGG19, InceptionV3 and ResNet50 achieved testing accuracies of 91.42%, 90.16%, 89.57%, 88.21%, 87.68% and 87.23%, respectively. The model is also trained with several k values to assess its robustness. After image processing and data augmentation, using the combined dataset, and fine-tuning the base model, our proposed RetNet-10 model outperformed other automated methods for DR diagnosis.

\textbf{INDEX TERMS} Diabetic retinopathy, retinal fundus images, multi-class classification, image preprocessing, augmentation, convolutional neural network, transfer learning models, model optimization, k-fold cross validation.

\section{I. INTRODUCTION}
Diabetic Retinopathy (DR) is a common and serious complication of diabetes mellitus. It is a leading cause of vision loss and blindness among people of working-age [1], [2]. DR causes changes in retinal blood vessels, utilized to transport oxygenated blood and nutrients to different parts of the retina [3]. It is a complication of diabetics causing retinal blood vessels to swell and leak fluid and blood in the posterior part of the eye [4], [5]. Abnormal growth of blood vessels with vascular blockade and blood leakage in healthy parts of the retina can also occur [6], [7], [8]. Generally, DR is
diagnosed based on the presence of various lesions, including microaneurysms (MAs), haemorrhages (HMs), and soft and hard exudates (EX), visible in images of the retina [9]. There are two major types of DR: Non-Proliferative Diabetic Retinopathy (NPDR) and Proliferative Diabetic Retinopathy (PDR) [10]. NPDR is the early stage of DR and can be further divided into mild, moderate, and severe stages. PDR refers to the advanced stages of DR [11]. Based on the presence of lesions, DR can be classified into five grades: no DR (Grade 0), mild non proliferative DR (NPDR) (Grade 1), moderate NPDR (Grade 2), severe NPDR (Grade 3), and proliferative DR (PDR) (Grade 4) [9], [12]. Worldwide DR causes 2.6% of blindness [13]. More than 239 million people were badly affected in 2010. The International Diabetics Foundation (IDF) estimated that there were approximately 451 million diabetes patients in 2017, of which more than a-third had DR, representing a large population at risk of optical disability or blindness [14]. It is expected that by 2025, the prevalence of DR will be 592 million [15]. People living with diabetes often remain undiagnosed for years [14]. Patients who are at risk of DR are often asymptomatic in the early stage. However, they suffer from floaters, distortion, blurred vision, and loss of vision in later stages.

Early identification of DR is of utmost importance for preventing progression to a more severe stage. DR can be identified and classified by using color fundus images [16]. Manual analysis can only be performed by highly trained experts and can be time-consuming and error-prone. An automated computer vision method to classify retinal fundus images and assist clinicians could be saving time and money [16], [17].

In previous studies, researchers applied different deep learning and machine learning techniques to retinal fundus images. Some performed binary classification [16], [18], [19], [20], while others also performed multi-class classification [16], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28] in their work. Using a single fundus image data set, satisfactory results were achieved in both binary and multi-class classification. There are also several studies [29], [30], [31] where multi-class classification with a large dataset of images did not lead to satisfactory results. Obtaining optimal results for multi-class classification using a combined dataset with images of different resolutions is difficult, however, this is a challenge that should be overcome to make automatic classification systems useful in practice. In this work, we focus on classifying retinal images into five classes: no DR (Grade 0), mild NPDR (Grade 1), moderate NPDR (Grade 2), severe NPDR (Grade 3), and PDR (Grade 4) by utilizing a large dataset (combining three different datasets) and experimenting with different computer vision techniques. All the processing steps are explained in the following sections.

The following list highlights the significant contributions of this study:

1) Since different datasets have different resolutions and image quality, achieving optimal accuracy is challenging. Nevertheless, in this research, three different retinal fundus image datasets: APTOS [32], Messidor2 [33], and IDRiD [34] are combined. After merging, 5,819 raw fundus images of different qualities are obtained.

2) Black image background and speckles are considered fundus artifacts and noise, respectively. To remove the artifacts, the Otsu thresholding and contour finding functions are applied, preserving the essential regions of interest (ROI) of the images. Morphological opening and non-local meaning denoising algorithms (NLMD) are applied to remove the noise.

3) The YUV color space format allows us to process only the Y channel instead of the U and V channels to get the overall illuminance component, which can help us achieve acceptable accuracy. In this study, the Contrast Limited Adaptive Histogram Equalization (CLAHE) enhancement technique is applied in an image’s YUV color space to emphasize blood vessels and enhance image quality and contrast.

4) Three different datasets are created by using elastic deformation, geometric, and photometric augmentation methods to increase the number of images. A base model is constructed and applied to these three datasets to determine the optimal augmentation technique for multi-class classification.

5) The model is optimized by changing the model architecture and hyperparameters. During this model optimization, the time complexity is considered without compromising accuracy.

6) To evaluate the robustness of our proposed network, the model is trained using the k-fold cross-validation method with k values of 1, 3, 5, 7, and 9. In addition, the proposed model is trained with 75%, 50%, and 25% images of the pre-processed dataset achieving 96.88%, 95.67%, and 90.43% test accuracy, respectively. Although the number of images was reduced, our proposed model still provides values close to the best test accuracy, even when using only 50% of the images. Thus, it can be confirmed that this model can achieve optimal accuracy even with fewer images.

The paper is organized as follows: Section II provides an overview of the relevant literature on the prediction of diabetic retinopathy using different classifiers and hybrid approaches. A brief overview of diabetic retinopathy is given in section III. The research methodology is discussed in detail in section IV. Section V describes the results and analysis of our proposed model utilizing various performance metrics. Comparison with transfer learning models and state-of-the-art works, including the analysis of the robustness of the proposed model. Section VI concludes the study, and section VII provides a brief overview of the limitations and its future scope.

II. LITERATURE REVIEW

Researchers have proposed various deep-learning and machine-learning methods to classify eye images. In this section, we present studies which used common datasets.
Gayathri et al. [16] used three different DR datasets: IDRid, Messidor, and Kaggle, for binary and multi-class classification. They proposed a novel CNN model to extract features from retinal images. The output features of the CNN model are used as input to six distinct machine learning classifiers: Support Vector Machine (SVM), AdaBoost, Naive Bayes, Random Forest (RF), and J48. The J48 classifier achieved 99.89% and 99.59% accuracy for binary and multiclass classification, respectively. Their CNN feature extractor reduced computation time and complexity by using the entire image without leaving any ROIs that may be affected by DR. However, to attain good accuracy for both multiclass and binary classification, machine learning classifiers were required. While a CNN was utilized for feature extraction, it was not assessed how their proposed CNN would perform for classification. In another study, [18] a hybrid SVM, Naive-Bayes classifier was developed to detect bright lesions from the fundus images reliably. The experiment utilized the image-Ret dataset. They employed image pre-processing, blood vessel segmentation and extraction, and optic disc identification. The suggested classifier provides an accuracy of 98.60% for optic disc localization and classification. However, the classification accuracy for DR of different severity was not described. Kaushik et al. [19] proposed a stacked deep learning technique where the weights of three CNNs are passed to a singular meta-learner to diagnose diabetic retinopathy. They used a dataset of 2,471 images named EyePACS, which contains two classes: diabetic retinopathy and no diabetic retinopathy. Transfer learning models such as VGG16 and ResNet50 were introduced for comparison with their proposed method. Performance analysis showed that stacked CNNs scored 97.92% accuracy, outperforming other models. For multiclass classification, their model attained an accuracy of 87.45%. Their stack CNN did well in binary classification due to a fusion technique to include the optimum weights from many neural networks into a single model. However, the absence of image enhancement and noise removal strategies is a limitation of their method. Yaqoob et al. [20] introduced a deep learning-based approach to classify and grade DR images. In this approach, the ResNet-50 models’ features are used and passed to the RF for classification. The proposed approach was compared with five state-of-the-art models, VGG16, VGG19, MobileNet, Inception-v3, Xception, and ResNet50, utilizing two categories of the Messidor2 dataset (No Referable Diabetic Macular Edema Grade (DME) and Referable DME), and five categories of EyePACS dataset (no DR, mild, moderate, severe, and PDR). The proposed approach acquired accuracies of 96% and 75.09% for the Messidor2 and the EyePACS datasets, respectively. Utilizing ResNet-50’s deep features in combination with a Random Forest classifier, their proposed architecture results in an accuracy of 96% for the two-category Messidor-2 dataset. However, this is reduced to 75.09% for the five-category EyePACS dataset due to their highly imbalanced dataset and lack of appropriate preprocessing strategies. Gen et al. [21] introduced a CNN model to compare the detection of severe DR based on original fundus images and based on entropy images. They utilized the “Kaggle diabetic Retinopathy” dataset, which contains 35,126 images of five DR grades (Grade 0–Grade 4), selected 21,123 images, and expanded this to 33,000 images by flipping and rotating before further processing. A block size of 9 was used to convert normal images into entropy images. They used 30,000 and 3,000 images for training and testing, respectively. Accuracies of 81.80% and 86.10% for the detection of referable DR (grade 2–4) were obtained based on the original fundus image data set and the entropy images, respectively. The study has several limitations, including a lack of model fine-tuning and a lack of image enhancement and noise removal. The proposed model could not provide optimal results in multi-class classification. In another study [22], a deep CNN model, using 18 convolutional layers and three fully connected (FC) layers, was proposed for fundus image classification. The model distinguished no DR, moderate DR (a combination of the mild and moderate NPDR classes), and severe DR (a combination of severe NPDR and PDR) class images. They worked with the APTOS 2019 Kaggle dataset (3,661 images) and generated additional images from these original images with augmentation methods. 4,600 images were used to train and test their model. The validation accuracy was in the range of 88%–89%. However, there were multiple ways in which the accuracy could have been improved, such as image processing (noise removal and contrast enhancement) and model fine-tuning. Shankar et al. [23] proposed a technique for automated hyperparameter optimization of Inception-v4 using Bayesian optimization to extract the features from fundus images. Their study used a feed-forward artificial neural network, multi-layer perceptron (MLP), to classify diabetic retinopathy. The Messidor dataset, which contains 1200 images and four classes, was used and the authors gave the diabetic retinopathy stages moderate NPDR and severe NPDR the same label. The proposed HPTI-v4 model achieved an accuracy of 99.43% after they optimized their model and extracted essential features from images. Although the researchers obtained satisfactory results, they did not experiment with a combined dataset. Al-Hazaimeh et al. [24] investigated a new approach to detect diabetic retinopathy in fundus images. The study used a large Kaggle dataset and compared different datasets. The proposed technique involved two phases, extraction of diabetic retinopathy features and classification, and they adopted the color space conversion method for this purpose. Detection and removal of the optic disc and blood vessel segmentation and disposal strategies were sequentially performed. A DCNN model extracted the features, and SVMGA was utilized as a classifier, achieving 98.80% accuracy. Integrating DCNN and SVMGA helped to classify the fundus image markers appropriately. The study has some limitations as the researchers did not classify the severity according to the grade. Wejdan et al. [25] proposed two different methods: CNN512 (first scenario) and an adopted YOLOv3 model (second scenario) to classify fundus images into five...
grades, no-DR, mild, moderate, severe, and proliferative DR. They used the DDR and the APTOS Kaggle 2019 public datasets. The first CNN model (CNN512) consisted of one zero padding layer with a value of 2, six convolutional layers each followed by max pool layers, eight batch normalization layers, two fully connected layers, and one SoftMax layer for classification. The input image size was $512 \times 512 \times 3$. The second model was utilized to detect and localize the DDR lesions, achieving a 0.216 mean average precision (MAP) in lesion localization for the DDR dataset. In classification, CNN512 achieved 88.6% and 84.1% accuracy for the DDR and the APTOS datasets, respectively. YOLOv3 acquired a classification accuracy of 89%. The accuracy could be enhanced by exploring more image processing techniques and model fine-tuning. In this case, researchers [26] focused on developing a CNN model using three blocks with convolution layers, batch normalization, the ReLU activation function, and max Pooling layers. A dropout layer was also added. They utilized two retinal image datasets, MESSIDOR and IDRiD, to classify images into four categories: No DR, Mild DR, Moderate DR, and Severe DR. They used several image processing techniques, canny edge detection, resizing, interpolation, and normalization to the optic diskless images, before feeding the images to the model. The proposed CNN model acquired an accuracy of 90.89% utilizing the MESSIDOR images and could effectively detect and grade the NPDR images. However, there were some limitations in their work, such as a lack of proper image enhancement techniques and model fine-tuning. Gharaibeh et al. [27] proposed an image processing method to identify diabetic retinopathy using the publicly available benchmark DARETDB1 dataset. They applied preprocessing, segmentation, and noise reduction techniques. The features were extracted, and feature selection techniques were applied to select significant features. The efficiency of the proposed two-phase image processing method was validated using performance metrics and resulted in accurate retinopathy diagnosis from fundus images. They combined the SVM classifier with the genetic algorithm and obtained an accuracy of 98.4%. In another study [28], a deep learning-based automated detection and classification model for fundus DR images was proposed. The Messidor dataset was used for multiclass classification into four classes. A Synergic Deep Learning (SDL) model was proposed and compared with several CNN models: M-AlexNet, Alex Net, VGGNet-16, VGGNet-19, GoogleNet and ResetNet. The SDL model uses two convolutional neural networks (DCNNs) that learn from each other via a process of reciprocal learning, and the proposed model performed well with 99.28% accuracy. Sehriosh et al. [29] introduced a CNN ensemble-based framework for detecting and classifying the DR’s different stages using color fundus images. Stacking accentuates each base model’s best performance and deprecates each model’s worst performance. The stacking method works best when the basic models are drastically different. The Kaggle DR dataset was used, and they applied up-and-down sampling to balance the dataset for multiclass classification. They integrated several deep learning models: Reset50, inceptionV3, Xception, Dense121, and Dense 169, and trained with the balanced and imbalanced dataset. A test dataset was created for testing the model, and results were compared with existing literature using a similar dataset. However, their proposed ensemble model acquired only 80.8% accuracy for the imbalanced dataset.

Wu et al. [30] developed a Coarse-to-fine network (CF-DRNet) architecture for automated DR classification using a CNN-based approach. It contains two different networks, the coarse and fine networks. The coarse network was designed for two-class classification (No DR, DR), and the fine network was used for four-class classification (mild NPDR, moderate NPDR, severe NPDR, and PDR). The publicly available IDRiD and the Kaggle fundus image datasets were used, and augmentation techniques were introduced to overcome the class imbalance problem. A transfer learning model, ResNet, was used for comparison. Their model outperformed ResNet with an overall accuracy of 83.10% and 56.19% for the Kaggle and IDRiD data sets, respectively. Rubina et al. [31] focused on the multi-class classification of mild diabetic eye diseases (normal, mild DR, mild DME, and mild Glaucoma) and multi-class diabetic eye diseases (normal, DR, DME, Glaucoma, and Cataract). They utilized four different datasets, namely the Messidor, Messidor-2, DRISHTI-GS, and retina datasets. The researchers fine-tuned two different CNN models, VGG16 and InceptionV3, by altering the optimizer (RMSprop, SGD, Adagrad, and Adam) and replacing the fully connected modules. The VGG16 model acquired an accuracy of 88.3% and 85.95% for multi-class classification and mild multi-class classification, respectively. After reviewing all the studies, it could be concluded that in most cases, researchers used publicly available datasets, such as eye pieces, DR, IDRiS, Messidor, Messidor 2, DARETDB1, and Kaggle. However, they did not try to combine multiple datasets to create a larger dataset of different-quality images. In some cases, researchers performed only binary classification, while others performed binary and multi-class classifications. Since the datasets were imbalanced, researchers balanced them using different techniques, including down-sampling and up-sampling. In most cases, image pre-processing methods and proper model fine-tuning were lacking. Although some models achieved excellent accuracy in binary or multi-class classification with a small number of images, the results may degrade when using a larger dataset. Digital image processing can enhance the accuracy of diagnosis and prediction [35]. Image pre-processing and a fine-tuned CNN model may help to achieve good classification results. The limitations of the studies described above are summarized in table 10.

**III. MEDICAL ANALYSIS OF FUNDUS IMAGES**

Before providing any type of medical images to an automated system for diagnosis, it is important to examine the images. This helps us to understand the markers indicated by radiologists during the diagnostic process. In this study, these
TABLE 1. DR severity classification based on markers.

<table>
<thead>
<tr>
<th>DR Grades Based on Severity</th>
<th>Lesions Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>No DR (Grade 0)</td>
<td>No lesions.</td>
</tr>
<tr>
<td>Mild DR (Grade 1)</td>
<td>Presence of Microaneurysms only</td>
</tr>
<tr>
<td></td>
<td>Markers for severe DR exist but are less prominent compared to severe DR and include more than Microaneurysms only</td>
</tr>
<tr>
<td>Moderate DR (Grade 2)</td>
<td>Any of the following:</td>
</tr>
<tr>
<td></td>
<td>(i) Over 20 intraretinal haemorrhages in each of the four quadrants</td>
</tr>
<tr>
<td></td>
<td>(ii) Obvious venous beading in two or more quadrants</td>
</tr>
<tr>
<td></td>
<td>(iii) Prominent intraretinal microvascular anomalies in one or more quadrants</td>
</tr>
<tr>
<td>Severe DR (Grade 3)</td>
<td>At least one or more of the following:</td>
</tr>
<tr>
<td></td>
<td>(i) Neovascularization</td>
</tr>
<tr>
<td></td>
<td>(ii) Pre-retinal haemorrhages</td>
</tr>
<tr>
<td>Proliferative DR (Grade 4)</td>
<td></td>
</tr>
</tbody>
</table>

public datasets are accurately labelled with five different grades based on the characteristics that the specialists usually consider. The purpose of this section is to provide some understanding of the anomalies of these fundus images for each class.

Grade 0 is the class of retinal fundus image of eyes without any presence of DR. These fundus images show structures like the Fovea, Macula, Optic Disc, and Blood Vessels. From Grade 1 (mild NPDR) onwards the fundus image shows markers that indicate the presence of DR. High sugar levels in the blood as a result of diabetes can cause severe damage to the retina’s blood vessels, which is the primary cause of DR. This condition causes the blood vessels to swell and leak, leading to retinal damage [36]. The leaking blood and fluids appear as lesions on the fundus images, and these lesions can be identified as bright or red lesions. Red lesions are associated with microaneurysms and haemorrhage, whereas bright lesions are associated with soft and hard exudates. The small dark red dots are microaneurysms, while the more prominent spots are haemorrhages. Soft exudates, also called cotton wool spots, appear as yellowish-white and fluffy spots and are related to nerve fiber damage, whereas hard exudates appear as bright yellow spots. DR can be detected using these markers, and the severity of DR can be understood from the accumulation of these markers [25], [36]. Table 1 illustrates how the markers identify the severity of DR.

1) MICROANEURYSMS (MAS)
Microaneurysms are due to brittleness of the blood vessel’s walls. They are a first indication of DR, manifesting as tiny red circular dots on the retina. They are less than 125 µm in size and have a variety of sharp pointed margins. Fig 1 illustrates MAs in a fundus image.

2) HAEMORRHAGES (HMS)
Haemorrhages present as large spots on the retina. Their size is greater than 125 µm and they have an irregular margin. There are two types: flame superficial HMs and blot deep HMs [40]. Fig 2 shows the various types of HMs in a fundus image.

3) HARD EXUDATES
Hard exudates appear as a bright-yellow spots on the retina due to plasma leakage. They have sharp margins and can
FIGURE 3. Fundus image with hard exudates.

FIGURE 4. Soft exudates of fundus image.

be found in the outer layers of the retina. Fig 3 shows hard exudates in a fundus image.

4) SOFT EXUDATES

A soft exudate resembles a white spot on the retina and is due to swelling of the nerve fibers. Its shape is oval or round. Fig 4 shows soft exudates in a fundus image.

Examples of typical fundus images for the different DR grades are shown in Fig 5. These show the structure of the retina and the presence of lesions related to different stages of DR [41], [42], [43].

No DR: No lesions or abnormalities are visible at this stage. Thus, the retinal blood vessels and optic disc are visible without obstruction (See Fig 5a).

Mild NPDR: There are small areas of weakening and swelling of the blood vessels called MAs. This can allow fluid to leak into the retina (See Fig 5b).

Moderate NPDR: The blood vessels become swollen and distorted at this stage. They may also become blocked, interfering with the blood circulation of the eye. A small number of MAs with or without soft exudate and scarring are present, more than for mild NPDR and less than for severe NPDR (See Fig 5c).

Severe NPDR: At this stage, more than 20 intraretinal HMs are present in each of the four quadrants, definite venous beading is present in at least two quadrants, and prominent intraretinal microvascular abnormalities can be seen in at least one quadrant while no signs of PDR are detected. Many blood vessels are ruptured or blocked. This leads to a shortage of blood supply to the eye. When this happens, areas without a blood supply start signaling that new blood vessels should be established. However, these new blood vessels will grow weakly and may have a more malignant outlook (See Fig 5d).

PDR: This grade includes the presence of preretinal hemorrhage or neovascularization. Since this is an advanced stage of DR, additional scar tissue can detach the retina. PDR can cause permanent blindness. (See Fig 5e).

IV. METHODOLOGY

This research can be divided into six stages: 1) combining three datasets, 2) preprocessing of fundus images, 3) using three types of augmentation techniques, 4) building a base model, 5) performing a model optimization, and 6) performance and result analysis. Fig 6 depicts the workflow of this study. In this section, all the steps are described in detail.

A. DATASET

Training with a single dataset can limit the robustness of an automated system. Images of different datasets are often collected using different scanners, cameras, etc., and these images differ in color intensity, number of pixels, etc.

Training an automated system using various images can result in a more effective diagnostic process. As various types of images are used in the medical field to diagnose disorders,
training models with different images is crucial. As previously stated, three different DR fundus image datasets: APTOS, Messidor2, and IDRiD, are combined to form one large dataset. Each dataset contains five classes: no DR (Grade 0), mild NPDR (Grade 1), moderate NPDR (Grade 2), severe NPDR (Grade 3), and PDR (Grade 4). Grade 0 comprises the fundus images of patients with no DR. From Grade 1 to Grade 5, the severity of the DR increases. The fundus images contain several features, including optic disc, arteries, veins, and blood vessels, and fundus images and several diabetic retinopathy markers, such as haemorrhages, soft exudates, hard exudates, and microaneurysms, as well.
For this study, we have utilized the APTOS dataset provided by Kaggle, which contains 3,662 images [32], and the Messidor2 dataset, which has 1,744 retinal fundus images [33]. In addition, the IDRiD dataset is also employed in this study, and it contains a total of 413 fundus images [34]. Including the IDRiD dataset increased the number of raw images in Grade 3 and Grade 4 classes, which show more severe diabetic retinopathy. The APTOS collection contains photos obtained from individuals from rural areas in India. The Aravind Eye Hospital in India compiled the images of the APTOS dataset [32]. The Messidor-2 dataset comprises parts of the Messidor-Original and Messidor-Extension. Messidor-Original consists of 1058 images, and Messidor-Extension has 690 images [44]. Diabetic patients of the Ophthalmology department of Brest University Hospital (France) were recruited to compile the Messidor-2 dataset. The IDRiD dataset includes fundus images originating from an Eye Clinic in Nanded, Maharashtra, India [34].

After integrating these three distinct datasets, we had raw images for each class and could train our model using fundus images of different quality. Another advantage of combining the three datasets is that there are more images in the severe classes (Grade 3 and Grade 4). These two classes are required for a system to diagnose the severity of the DR.

Details of the datasets are given in Table 2 and an example of each of the five classes of the three-fundus datasets used in this study is shown in Fig 7.

Fundus image acquisition is accomplished using a fundus camera, where images are taken using in different lighting conditions from different angles. Images can have insufficient brightness and contrast, resulting in poor classification results [45]. This is a challenge when using fundus image datasets. Fig 8 shows some of the challenges of this retinal dataset including black image background (see Fig 8a) and noisy and low-contrast images (see Fig 8b) [46].

**B. IMAGE PREPROCESSING**

Image preprocessing, prior to utilizing images as a neural network input, is considered one of the most important steps in achieving good accuracy. It involves several steps, such as artifact removal, removal of undesired noise, and enhancing unclear but meaningful objects. Accurate and prompt classification of DR requires high-quality color retinal images [47]. Publicly available retinal fundus image datasets have been generated with various resolutions and compression formats and can contain background noise [48]. It is challenging to classify DR without using preprocessing techniques, as the neural network model that is used for classification often appears to require clean, enhanced, and moderately
symmetrical data. In the image preprocessing stage of this study, we first reviewed the retinal fundus images. We then applied Otsu thresholding, contour detection, and ROI extraction to eliminate artifacts. The output of this is used as the input for the noise removal step. In the noise removal step, the ROI image is converted into a binary image followed by morphological opening. A binary mask, along with the bitwise AND function helps to convert the binary image into an RGB image. The fastNlMeansDenoisingColored function is then used to denoise the image. The noise-free image is converted into a YUV image, and CLAHE is applied to the Y channel of the image only. In addition, the enhanced image is resized to a 512 x 512 image. The preprocessing techniques used in this study are shown in Fig 9.

1) ARTIFACT REMOVAL
Undesirable regions or objects can inadvertently show up in the images. The removal of predominant artifacts is essential for the classification of DR. In our dataset of retinal fundus images, a black background is seen, which is not necessary for the classification task and can be considered an artifact. We apply Otsu thresholding, contour detection and sorting, boundary box finding, and region of interest extraction, to remove these artifacts.

a: OTSU THRESHOLDING
The Otsu method is a type of image thresholding to separate related data. The Otsu approach uses an image histogram to determine the ideal global threshold value [49]. Here, the Otsu thresholding method is performed on retinal fundus images to distinguish the background and the ROI of an image. This nonlinear operation transforms a grayscale image into a binary image. The input of the algorithm is usually a grayscale image, and its output is a binary image based on the original image’s pixel intensity. If the intensity of a pixel is greater than the threshold, the corresponding output pixel is white. If the intensity of an input pixel is equal to or lower than the threshold, the output pixel is 0 or black. The threshold value can be calculated according to (1).

\[
T = \frac{1}{2} \mu_1 + \mu_2
\]  

(1)

In the above equation, T represents the value of the threshold and \( \mu_1 \) and \( \mu_2 \) represent the mean intensity. In our study, the cv2.threshold() method is used for the Otsu binarization process. The grayscale version of the retinal fundus image passes as a source parameter and cv2.THRESH_BINARY passes as an extra flag to indicate the initialization of Otsu’s method. The parameter cv2.THRESH_BINARY selects the optimal threshold value using the Otsu algorithm, and the thresholding method cv2.THRESH_BINARY finds the pixel intensity. Fig 9B(i) shows the Otsu threshold mask.

b: CONTOUR DETECTION AND SORTING
A contour is an outline that represents the shape or form of an object, and contour detection extracts the curves that correspond to the shapes of objects in images [50]. The contours of the retinal fundus image can be detected using the cv2.findContours() function, where the binary image from Otsu’s thresholding is used as a source image. After finding the contours, a sort of function is used to order them according to their area from the largest to the smallest contour. Two arguments are passed to the function, where the first is the contour list, and the second is the area found by cv2.contourArea.

c: EXTRACTION OF REGIONS OF INTEREST
The region of interest area is the target area in the retinal fundus image, which can be used for classifying diabetic retinopathy. To separate this region, we use the cv2.boundingRect() function. The sorted contours list is used as input. The cv2.boundingRect() function returns numbers corresponding to x, y, w, and h, respectively. These values represent the x coordinates, the y coordinates, the width, and the height. The region of interest can be cropped based on these pixel coordinates. Fig 9B (iii) illustrates the extraction of the ROI part, removing unnecessary black background padding.

2) NOISE REMOVAL
Fundus images are generally affected by noise and difficulties can also arise due to low contrast. These concerns make it challenging to identify and interpret diseases from retinal fundus images [51]. To eradicate the noise of the dataset’s images, we first use morphological opening and then perform non-local means denoising. Fig 9C provides a visualization of the noise removal steps.

a: MORPHOLOGICAL OPENING
Morphological opening is used to smooth the optic discs and bright lesions. It can also aid in detecting microaneurysms and exudates [52]. We perform morphological opening on the previously acquired image of the extracted ROI. Before morphological opening is applied, the image is binarized using the cv2.threshold function (Fig. 9C(i)). Morphological opening is applied to the binary image using a kernel. We experimented with multiple kernel sizes, and the kernel size (10, 10) yielded the best results. The kernel size and cv2.MORPH_OPEN are passed as parameters to the cv2.morphologyEx function to obtain a mask using the morphological opening algorithm. Using the bitwise AND function, the ROI image is integrated with the mask to produce a retinal fundus image with reduced noise. An overview of the morphological opening method is provided in Fig 9C(i).

b: NON-LOCAL MEANS DENOISING (NLMD)
Denoising the retinal fundus image is critical. However, we would like to keep features such as lesions and exudates for our classification task [53]. NLMD [54] is used to eliminate noise without removing essential features. The denoising of an image \( x = (x_1; x_2; x_3) \) in channel i to the pixel j is
executed according to (2) and (3) [53]:

\[
\hat{x}_i(j) = \frac{1}{C(j)} \sum_{k \in B(j, r)} x_i(j) \omega(j, k) \tag{2}
\]

\[
C(j) = \sum_{k \in B(j, r)} \omega(j, k) \tag{3}
\]

Here, \(B(j, r)\) denotes a neighborhood of radius \(r\) surrounding pixel \(j\). The weight \(w\) is determined by the squared Frobenius norm distance (or another induced norm distance) between color patches with centers at \(j\) and \(k\) which decay under a Gaussian kernel \((j, k)\). To perform the NLMD, we use the cv2.fastNlMeansDenoisingColored() function of OpenCV.

The image obtained after morphological opening is used as the source image. Other parameters are \(h\) and \(h\text{Color}\), where \(h\) is the filter strength tuning parameter for the luminance component, and \(h\text{Color}\) is used for the color components. After experimenting with different values for the \(h\) and \(h\text{Color}\) parameters, we assign 1 to both parameters, considering that a large value for \(h\) removes noise perfectly, but also eliminates image details. A smaller \(h\) value preserves detail more accurately. For the \(\text{templateWindowSize}\) and \(\text{searchWindowSize}\) parameters, we use the recommended values 7 and 21, respectively. Fig 9C(ii) shows a noise-free image after NLMD.

3) IMAGE ENHANCEMENT (CLAHE)

When NLMD is employed, the image noise is eliminated. CLAHE is subsequently applied to the denoised images of the retinal fundus in order to improve contrast. CLAHE is a sophisticated variant of adaptive histogram equalization (AHE). Illumination can be distorted in three ways: darkness, brightness, and uneven illumination [55]. To address this, RGB color channels can be transformed into the YUV channels where the Y channel (Fig 9D) represents illumination components [47], [55], [56]. In our study, we converted the images of NLMD output into YUV color space format and separated the Y Channel. CLAHE is implemented utilizing cv2.createCLAHE function, which involves two parameters: clipLimit and tileGridSize. We selected the YUV color space format to get the overall illumination components. Several parameters’ configurations are investigated, such as the clipLimit with values (0.5, 1.0, 2.0, 3.0) and tileGridSize with values ((3, 3), (8, 8), (15, 15), (20, 20)). We found that clipLimit with a value of 0.5 and tileGridSize with a value of (8,8) produced the best results. We select these values and employ CLAHE on the Y channel. Fig 9D shows the retinal fundus image of YUV color space, then the Y channel, and finally, the output image after applying CLAHE.

4) IMAGE RESIZING

After obtaining the preprocessed image, it is essential to feed the same-sized images to the neural network to reduce the computational overhead of the model. Therefore, we have resized the enhanced images to the dimensions of (512,512).

After completing all image preprocessing steps, we obtain enhanced images without artifacts and noise. It can be seen from Fig 10(A) that the original image contains unnecessary black background regions, considered artifacts, and that different features of the fundus images are not clearly visible. To select the fundus image part, we have cropped the black background and eliminated the small noises in the fundus images, as shown in Fig 10(B) and Fig 10(C), respectively.
We have enhanced our fundus images to better visualize the features in the fundus image. Fig 10(D) depicts an enhanced image where the blood lesions and other attributes of the images are more visible than in the original image.

C. DATA AUGMENTATION
Data Augmentation [57] was employed in our study to balance the dataset. Multiple techniques can be used to prevent overfitting issues, but data augmentation is considered a core task. Augmentation-based oversampling techniques are frequently used to increase diversity and to mitigate possible overfitting [58]. Increasing the amount of data should be done in an efficient way so that it can generate samples similar to all possible images and balance the datasets. Another concern is not to reduce the quality of the images, especially in the medical domain where preserving image features may be essential [59]. Therefore, the augmentation method should generate the images without affecting the quality of the images.

In our study we utilize three augmentation techniques: geometric augmentation, photometric augmentation and elastic deformation to generate data. We obtain the same number of augmented images with all methods.

1) GEOMETRIC AUGMENTATION
Geometric transformation is the most prevalent data-balancing augmentation technique [60]. The procedure of changing the geometric shape of an image by altering its values to corresponding new values is called geometric augmentation. It is an efficient enhancement technique that does not affect the image quality and only transforms it into a new shape [61]. In our study, we conducted four augmentation strategies for geometric augmentation: vertical flipping, horizontal flipping and rotation (30°, −30°, 60°, −60°, 120°, −120°, 150° and −150°).

a: VERTICAL FLIPPING
Flipping the image across to its vertical axis is known as vertical flipping. In vertical flipping, the lower sides are flipped to the upper side and vice versa [62]. Equation (4)

\[
\begin{bmatrix}
  f_x \\
  f_y
\end{bmatrix} = \begin{bmatrix}
  1 & 0 \\
  0 & -1
\end{bmatrix} \begin{bmatrix}
  x \\
  y
\end{bmatrix}
\]  

Here, \( f_x \) and \( f_y \) are the transformed coordinate values, and \( x \) and \( y \) refer to the original image’s pixel value.

b: HORIZONTAL FLIPPING
The image can be horizontally flipped, and we have employed this strategy in our study. The original pixel coordinate values are changed horizontally as (5) [62]:

\[
\begin{bmatrix}
  f_x \\
  f_y
\end{bmatrix} = \begin{bmatrix}
  -1 & 0 \\
  0 & 1
\end{bmatrix} \begin{bmatrix}
  x \\
  y
\end{bmatrix}
\]  

Here, \( f_x \) and \( f_y \) are the transformed coordinate values, and \( x \) and \( y \) refer to the original image’s pixel value.

c: VERTICAL AND HORIZONTAL FLIPPING
This method preserves horizontal and vertical columns and rotates the image horizontally and vertically. Equation (6) [62] appears below:

\[
\begin{bmatrix}
  f_x \\
  f_y
\end{bmatrix} = \begin{bmatrix}
  -1 & 0 \\
  0 & -1
\end{bmatrix} \begin{bmatrix}
  x \\
  y
\end{bmatrix}
\]  

Here, \( f_x \) and \( f_y \) are the transformed coordinate values, and \( x \) and \( y \) refer to the original image’s pixel coordinates.

d: ROTATION
Rotation is a well-known augmentation technique in image augmentation [63]. Depending on the need, the image can be rotated at any angle. Even if we rotate the image at any orientation, the image information remains the same. Equation (7) is used for the rotation technique [62].

\[
\begin{bmatrix}
  f_x \\
  f_y
\end{bmatrix} = \begin{bmatrix}
  \cos \theta & -\sin \theta \\
  \sin \theta & \cos \theta
\end{bmatrix} \begin{bmatrix}
  x \\
  y
\end{bmatrix}
\]  

In the equation, \( f_x \) and \( f_y \) two variables represent the new position of each pixel after the rotation operation, and \( x \) and \( y \) represent pixel of the original image. And \( \cos \theta \) and \( \sin \theta \) are used to determine the angles.

2) ELASTIC DEFORMATION
The applied forces induce a stress field within a continuous body, which leads to deformation. If the original shape is recovered when the stress field is removed, the deformation is elastic [64]. Using this method, the retinal fundus will be visible but in a deformed manner in which the image will
appear in a stretched position without the loss of valuable information. Fig 11 illustrates the deformed version of the preprocessed retinal fundus image. From the image, it can be seen that the image has been deformed. However, all of its essential features remain intact.

3) PHOTOMETRIC AUGMENTATION
The photometric augmentation technique modifies the RGB channels by shifting each pixel’s (r, g, and b) value to a new (r’, g’, and b’) value according to predefined heuristics. It only modifies the images’ color and lighting while preserving their geometry [65], [66]. The primary techniques include color jittering, gray scaling, filtering, light perturbation, noise addition, vignetting, contrast modification, and random erasing [65]. Increasing the number of samples is a necessary endeavor. However, it needs to be done in such a way that essential pixel information is preserved and will not cause overfitting issues. Several photometric approaches have been tried in the preliminary study, including HE, saturation, Gaussian noise, hue, altering brightness, contrast, color, and sharpness. However, adjusting brightness, contrast, color and sharpness provided the best results, and these four approaches are applied as photometric augmentation in this paper.

a: BRIGHTNESS ALTERING
The concept of brightness refers to an image’s overall level of lightness or darkness. Equation (8) has been utilized to adjust the brightness of images and increase the number of images.

\[ \text{Brightness}(x) = \text{Source}(x) + \text{factor} \]  

Here, \( \text{Source}(x) \) refers to the input pixels, and \( \text{Brightness}(x) \) signifies output pixels after changing the brightness level employing factor values. A factor value less than 1 indicates a darker image and a factor value greater than 1 indicates a brighter image. An augmented image after altering the brightness is shown in Fig 12B.

Contrast Altering: Contrast is defined as the variation in brightness between pixels that make up the ROI and those that make up the background in a picture. When the contrast is increased, the light regions become lighter, and the dark ones become darker. The equation for modifying an image’s contrast level can be written as follows:

\[ \text{Contrast}(x) = \text{Source}(x) + \text{factor} \]  

Factor values of more than 1 increase the contrast, and values less than 1 decrease it. Fig 12C shows an augmented image with the contrast adjusted.

b: COLOR ALTERING
Changing the level of the color of an image is also an efficient way to enhance the image. Using equation (10), we changed the color balance of an image, where \( \text{color}(x) \) represents the resultant image and \( \text{Source}(x) \) is the original image. A factor greater than 1 makes the color stronger, whereas a factor less than 1 reduces the colors. Fig 12D displays the altered image produced by adjusting the level of color.

\[ \text{Color}(x) = \text{Source}(x) + \text{factor} \]  

c: SHARPNESS ALTERING
Sharpness defines the details the imaging system can retain. It is an important factor in image quality. The borders between tonal zones are what define sharpness. The following (11) is the formula for sharpness:

\[ \text{Sharpness}(x) = \text{Source}(x) + \text{factor} \]  

In this case, applying sharpening with a factor of more than 1 enhances the image’s edges and makes them appear more defined. A factor lower than 1 blurs and softens the image. Fig 12E depicts the augmented image after adjusting the sharpness.

For our study, we have applied several factor values to enhance the number of images without losing important pixel information. After experimentation, a minimum factor value of 0.5 and a maximum value of 1.8 produced good, augmented images. Fig 12 depicts all the photometric augmented images of the study.

Concise explanation of generating augmented datasets.
As shown in Table 3, we utilized a merged dataset, and the number of images in each class of the resulting dataset is highly unbalanced. Severe NPDR (grade 3), PDR (grade 4), and mild NPDR (grade 1) contain the lowest numbers of images. Compared to severe NPDR, moderate NPDR has 4.33 times, and No DR has 8.64 times the number of images, which indicates the imbalance is significant. Thus, we have taken steps to balance the images of each class. The number of images in the No DR class is increased by a factor of 2. To balance the dataset, we increase the number of images for NPDR, PDR, mild NPDR, and moderate NPDR by a factor of 16, 14, 8, and 3, respectively. To create three separate augmented datasets, we balance the dataset with three augmentation approaches (elastic deformation, geometric augmentation, and photometric augmentation). After that, we run our base model on these three datasets. The base model performance is based on the model’s test accuracy, and the
augmented photometric dataset performs significantly better. Hence, we continued our further implementation using the photometric augmented merge datasets. The detailed result of the augmented dataset is described in section IV (F (2)).

D. DATASET SPLIT
Splitting the dataset is the last step before feeding the images into the proposed model. We split the augmented dataset using an 80:10:10 ratio for training, validation, and testing, respectively. The training dataset contains 23,471 images, whereas the validation and testing datasets have 2,902 and 2,906 images, respectively.

E. EXPERIMENTAL SETUP
This study uses an AMD Ryzen 5 5600X 6-core Central Processing Unit (CPU) and 16 GB of RAM for all the experiments. It is paired with Graphical Processing Unit (GPU) named ZOTAC GAMING GeForce RTX 3060 Twin Edge OC GDDR6 with 12 GB video ram (VRAM). Jupyter Notebook version 6.4.12 has been utilized as the IDE.

F. PERFORMANCE OF OUR PROPOSED MODEL
We propose a computer-aided diagnosis system for classifying diabetic retinopathy using retinal fundus images in this study. CNN-based architectures have previously been applied in classifying and detecting diabetic retinopathy [67].

We discuss our base model’s performance on the three augmented datasets. After getting the best-performing augmented dataset, we conduct ten case studies to propose the optimal model structure.

1) BASE CONVOLUTION NEURAL NETWORK MODEL
Our experiment begins with a base CNN model. We implemented the base model architecture from scratch. It consists of three convolutional layers, each accompanied by a maximum pool layer. The base model’s loss function was categorical cross-entropy, and the initial learning rate was set at 0.0001 with Adam as the optimizer and a batch size of 64. Fig 13 illustrates the base model.

The base model contains three blocks, each consisting of one convolution and one maxpool layer. The input layer of block 1 is connected to the first Conv2D layer, which has a kernel size of 64. The dimensions of the input image are 224 × 224 × 3. The first maxpool layer scales down the output of the first Conv2D layer to 111 × 111. Block 2 and 3 have similar configurations except for their kernel size. The kernel sizes for the second and third blocks are 64 and 128, respectively. The Conv2D layers of these blocks are followed by their corresponding maxpool layer. After that, a flattened layer with 86,528 parameters is added, followed by a dense layer and a drop-out layer with a value of 0.5. Since there are five classes in our dataset, the classification dense layer,
the fully connected layer (FC), contains five neurons. It is equipped with the Softmax activation function.

The first two convolution layers have 64 filters, and the last one has 128 filters. The convolutional part is a significant part of our model since it helps to extract the features [68]. The formula of the convolution operation can be expressed according to (12) [69]:

$$\text{Conv}(i, j) = (x * w)[i, j] \sum_m \sum_n x[m, n]w[i - m, j - n]$$

Here, $\text{Conv}(i, j)$ is the output of the next layer, the input image or feature map is represented as $x$ while $w$ is the kernel, $m, n$ represent the size of the kernel, and $*$ is the convolution operation. The convolution operation formulates a feature map. Feature maps show the result of the previous layer following the application of the filter. Equation (13) is the formula to calculate the feature map [70].

$$h^k = f(w^k * x + b^k)$$

where $h^k$ represents the output of the feature map, $w$ is the weight, and $b^k$ is the bias.

Filter sizes of $3 \times 3$ and the activation function rectified linear unit (ReLU) extract the information efficiently from each convolution layer. Therefore, a ReLU activation function is added to every convolutional layer. The pooling technique reduces unnecessary details from the feature map area. Equation (14) is the mathematical expression for the pooling of the given below [70]:

$$y_{kij} = \max_{(p, q) \in R_{ij}} x_{kpq}$$

Here $y_{kij}$ is the output of the pooling operator to the corresponding $k$th feature map and $x_{kpq}$ is the element at $(p, q)$ within the pooling region and $R_{ij}$ are the local neighbourhood coordinates. Finally, we flatten the matrix using two dense layers with the fully connected layer. The softmax activation function is used for the classifier. After setting these hyper-parameters and building the model, it runs for 100 epochs.

2) ACCURACY OF THE BASE MODEL

Three different augmentation methods are applied to the merged dataset, and the base model is used to identify the optimal augmentation technique. Table 4 illustrates that our base model achieved a validation accuracy of 87.32%, 90.12%, and 81.54% for geometric, photometric, and elastic deformation augmentation methods, respectively. The base model also acquired a test accuracy of 86.19% for geometric, 89.23% for photometric, and 80.76% for elastic deformation. As can be seen from Table 4, the base model acquired the highest validation and test accuracy after the photometric augmentation technique was applied. We,
therefore, proceed with the photometric augmentation technique to further study.

3) MODEL OPTIMIZATION
The nature and characteristics of a task and any potentially related issues should be considered to determine the optimal layer architecture and configuration of a CNN model. A model optimization strategy is a set of experiments in which hyperparameters of CNN architecture are tuned to evaluate these parameters’ impact on the model’s performance [71]. The purpose is to gain a complete understanding of the model’s performance by studying the effects of modifying specific hyperparameters [72]. This method can recognize possible model performance issues, which may be addressed by updating and altering the network. Thus, we trained our base CNN model various times by varying layer numbers, filter sizes, filter numbers, hyper-parameters, and parameter values in order to achieve optimal performance while minimizing computational complexity.

a: RESULTS OF THE MODEL OPTIMIZATION
In section IV (E (1)), we discuss the configuration of our base model. The base CNN model is altered, and the results are recorded to determine the optimal architecture configurations utilizing ten case studies. We present the time complexity and training time per epoch to evaluate the performance compared to other configurations and test accuracy to select the best configuration for our model. We evaluate the training time considering that in real-time applications in remote areas, resource constraints can sometimes be very challenging. The need to utilize limited resources for a long time for training purposes can sometimes be problematic. We therefore consider the training time to evaluate the model, where an optimized model can provide fast-training accuracy along with fast testing accuracy.

The convolutional layers consume a large proportion of the computational, whereas the pooling and fully connected layers only consume 5 to 10 percent of the computational time [73], [74]. We therefore focus on the time complexity of the convolutional layers; see Table 5 and 6 [74], [75], [76]. We compute the theoretical time complexity, which is defined in [73] as follows:

$$O = \sum_{j=1}^{k} n_{j-1} \cdot s_w \cdot s_h \cdot n_j \cdot m_w \cdot m_h$$

(15)

In the (15), the index of the convolutional layer is denoted by \( j \) and the number of convolutional layers is denoted by \( k \). \( n_{j-1} \) represents the number of filters (input channels) in the \( j \)-1th layer, whereas \( n_j \) represents the number of filters (output channels) in the \( j \)th layer. Lastly, \( s_w \) and \( s_h \) represent the width and height of the filters, and \( m_w \) and \( m_h \) the width and height of the output feature map. Table 5 and 6 give an overview of the results of the comprehensive model optimization. The results of the model’s layer configurations and activation functions are presented in Table 5, while the outcomes of tuning hyper-parameters, the loss function, and the flatten layer are shown in Table 6. The time complexity is expressed in Millions (M).

i) CASE STUDY 1: CHANGING CONVOLUTIONAL AND MAX-POOL LAYERS
In case study 1, the number of convolutional and max-pool layers is altered, but the configuration for the base model is kept as it is. We commenced with three convolution layers, followed by three max-pool layers. Table 5 shows the accuracy of various model configurations along with the time complexity and training time. Configuration 5 produced the best result with an accuracy of 92.70%, which is almost 2% better than the second-best result. We achieve the maximum accuracy with the lowest training time: 84 epochs with a time of 141s per epoch. Configuration 5 contains five convolutional layers and three max-pool layers. This configuration of convolutional layers and max-pool layers was used for the remaining studies. The time complexity was reduced from 63.73M (time complexity of Base Model) to 57.67M (time complexity of Configuration 5). Fig 14 (Layer Configuration) shows a rise in test accuracy and a decrease in time complexity.

ii) CASE STUDY 2: CHANGING FILTER SIZE
In case study 2, we investigated various filter sizes, 2 \( \times \) 2 and 4 \( \times \) 4. A filter size of 3 \( \times \) 3 was used previously. Filter size 2 \( \times \) 2 provided the lowest test accuracy of 89.76 %, while 4 \( \times \) 4 resulted in an accuracy of 90.15%. In both cases, the accuracy dropped from the best previous accuracy. As shown in Table 5, filter size 3 \( \times \) 3 resulted in the best accuracy of 92.70%, while the time complexity, epoch number and training time were lower than for the 4 \( \times \) 4 filter size. Hence, configuration 1, a filter size of 3 \( \times \) 3, is employed for additional case studies.

iii) CASE STUDY 3: CHANGING THE NUMBER OF FILTERS
Altering the number of filters in different layers can affect the performance. We initially used a fixed number of filters, 64, in all the convolution layers. The performance is decreased when the number of filters is reduced to 32. In configurations 3 and 4 (Table 5), we tried different numbers of filters in separate layers. Configuration 4, with filter numbers in a sequence of 16, 32, 64, 32, and 64 for the five convolutional layers, obtained the best performance with a test accuracy of 95.34%. This configuration also provided the lowest model training time and the second lowest time complexity, although the time complexity was higher than for configuration 2. We selected configuration 4 for its accuracy and proceeded with this configuration. The time complexity solely depends on filter size, feature map size, and kernel size, and these parameters remain the same for the rest of the case studies. Therefore, the time complexity for configuration 4 remained at 35.80 M for the subsequent case studies.
iv) CASE STUDY 4: CHANGING THE TYPE OF POOLING LAYER
Max pool and Average pool, two pooling layers, are assessed for case study 4, as shown in Table 5. The max pooling layer provided the best accuracy of 95.34%, with less training time for each epoch, and it took fewer epochs to gain the highest accuracy than average pooling. We, therefore, selected the max pool for further investigation.

v) CASE STUDY 5: CHANGING THE ACTIVATION FUNCTION
Selecting the best activation function for a model is an essential task in model building, as different activation functions are performed in different ways. We experimented with four activation functions: PReLU, ReLU, Leaky ReLU, and Tanh. From Table 5, we can see that utilizing PReLU increased the accuracy compared to ReLU and provided the highest accuracy of 96.12%. Further investigations of model optimization, therefore, employed the PReLU activation function.

vi) CASE STUDY 6: CHANGING THE BATCH SIZE
Batch size altering can also improve the performance of the model. A large batch size might result in the model taking a long time to converge [75], [76]. Some studies [77], [78], [79] suggest that reducing the batch size enables the network to train more effectively, whereas increasing the batch size degrades the test performance. Three batch sizes (Table 6) were employed for this experiment, and it was found that a batch size of 32 resulted in the highest test accuracy of 97.47%. Although batch sizes 64 and 128 required less time per epoch to complete, a batch size of 32 obtained better accuracy and required fewer epochs. Therefore, a batch size of 32 was selected for further case studies.

vii) CASE STUDY 7: CHANGING THE FLATTEN LAYER
A flatten layer transforms the previous layer’s output into a single one-dimensional vector, which can be used as an input for a dense layer. The results of experiments with Global Max pooling and Global Average pooling demonstrate that the previously employed flatten layer generates the highest test accuracy of 97.47% while maintaining the minimum training time (Table 6). Hence the flatten layer remains as in the base model.

viii) CASE STUDY 8: CHANGING THE LOSS FUNCTIONS
Experiments were conducted with various loss functions, including Binary Crossentropy, Categorical Crossentropy, Mean Squared Error, and Mean Absolute Error, to find the best loss function for our network. The model achieved the best test accuracy of 97.47% (Table 6) when integrated with Categorical Crossentropy. As a result, this is chosen for the model’s loss function.

ix) CASE STUDY 9: CHANGING THE OPTIMIZER
Experiments were conducted using a variety of optimizers, including Adam, Nadam, SGD, Adamax, and RMSprop, to find the best optimizer. The Adam optimizer attained the

---

**TABLE 5. Investigation of layer configurations and activation functions for model optimization.**

<table>
<thead>
<tr>
<th>Configuration No.</th>
<th>No. of convolution layers</th>
<th>No. of pooling layers</th>
<th>Time complexity</th>
<th>Epoch x training time</th>
<th>Test accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>3</td>
<td>63.73 M</td>
<td>91 x 141 s</td>
<td>89.23</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>3</td>
<td>58.01 M</td>
<td>89 x 141 s</td>
<td>90.02</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>4</td>
<td>72.19 M</td>
<td>91 x 141 s</td>
<td>89.74</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>5</td>
<td>56.26 M</td>
<td>88 x 141 s</td>
<td>90.87</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>3</td>
<td>57.67 M</td>
<td>84 x 141 s</td>
<td>92.70</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>6</td>
<td>56.30 M</td>
<td>95 x 145 s</td>
<td>90.45</td>
</tr>
</tbody>
</table>

---

**CASE STUDY 2: altering filter size**

<table>
<thead>
<tr>
<th>Configuration No.</th>
<th>Filter size</th>
<th>Time complexity</th>
<th>Epoch x training time</th>
<th>Test accuracy (%)</th>
<th>Finding</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3 x 3</td>
<td>57.67 M</td>
<td>84 x 141 s</td>
<td>92.70</td>
<td>Previous accuracy</td>
</tr>
<tr>
<td>2</td>
<td>2 x 2</td>
<td>26.73 M</td>
<td>88 x 138 s</td>
<td>89.76</td>
<td>Accuracy dropped</td>
</tr>
<tr>
<td>3</td>
<td>4 x 4</td>
<td>97.48 M</td>
<td>96 x 149 s</td>
<td>90.15</td>
<td>Accuracy dropped</td>
</tr>
</tbody>
</table>

---

**CASE STUDY 3: altering the number of filter**

<table>
<thead>
<tr>
<th>Configuration No.</th>
<th>No. of kernel</th>
<th>Time complexity</th>
<th>Epoch x training time</th>
<th>Test accuracy (%)</th>
<th>Finding</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>64 → 64 → 64 → 64 → 64</td>
<td>57.67 M</td>
<td>84 x 141 s</td>
<td>92.70</td>
<td>Previous accuracy</td>
</tr>
<tr>
<td>2</td>
<td>32 → 32 → 32 → 32 → 32</td>
<td>26.11 M</td>
<td>91 x 141 s</td>
<td>90.47</td>
<td>Accuracy dropped</td>
</tr>
<tr>
<td>3</td>
<td>32 → 32 → 64 → 64 → 128</td>
<td>59.34 M</td>
<td>85 x 141 s</td>
<td>94.86</td>
<td>Near highest accuracy</td>
</tr>
<tr>
<td>4</td>
<td>16 → 32 → 32 → 32 → 64</td>
<td>35.80 M</td>
<td>82 x 141 s</td>
<td>95.34</td>
<td>Highest accuracy</td>
</tr>
</tbody>
</table>

---

**CASE STUDY 4: altering type of pooling layer**

<table>
<thead>
<tr>
<th>Configuration No.</th>
<th>Type of pooling layer</th>
<th>Time complexity</th>
<th>Epoch x training time</th>
<th>Test accuracy (%)</th>
<th>Finding</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Max</td>
<td>35.80 M</td>
<td>82 x 141 s</td>
<td>95.34</td>
<td>Previous accuracy</td>
</tr>
<tr>
<td>2</td>
<td>Average</td>
<td>35.80 M</td>
<td>85 x 142 s</td>
<td>93.78</td>
<td>Modest accuracy</td>
</tr>
</tbody>
</table>

---

**CASE STUDY 5: altering activation function**

<table>
<thead>
<tr>
<th>Configuration No.</th>
<th>Activation function</th>
<th>Time complexity</th>
<th>Epoch x training time</th>
<th>Test accuracy (%)</th>
<th>Finding</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PReLU</td>
<td>35.80 M</td>
<td>81 x 141 s</td>
<td>96.12</td>
<td>Highest accuracy</td>
</tr>
<tr>
<td>2</td>
<td>ReLU</td>
<td>35.80 M</td>
<td>82 x 141 s</td>
<td>95.34</td>
<td>Previous accuracy</td>
</tr>
<tr>
<td>3</td>
<td>Leaky ReLU</td>
<td>35.80 M</td>
<td>96 x 149 s</td>
<td>93.71</td>
<td>Accuracy dropped</td>
</tr>
<tr>
<td>4</td>
<td>Tanh</td>
<td>35.80 M</td>
<td>94 x 152 s</td>
<td>92.35</td>
<td>Accuracy dropped</td>
</tr>
</tbody>
</table>
best test accuracy of 97.47% (Table 6). We, therefore, decided to continue our study of model optimization with the Adam optimizer.

**x) CASE STUDY 10: CHANGING THE LEARNING RATE**

A study was performed using learning rates of 0.01, 0.007, 0.001, 0.0007, and 0.0001. We initiate our base model with a 0.0001 learning rate. It can be seen (Table 6) that the accuracy dropped when we trained our model with a learning rate of 0.01, 0.007, and 0.0007. However, after tuning the model with a 0.001 learning rate, the best test accuracy of 98.65% was achieved. We use this learning rate for our proposed model. Fig 14 depicts the optimal configuration of our proposed model architecture after conducting ten case studies. It also illustrates the importance of performing model optimization, enhancing the model accuracy in some stages without degrading the model’s performance in other stages. We can see the increase in test accuracy and decrease in the time complexity in Fig 14. These characteristics indicate that the shallow architecture of our proposed model is effective.

**4) PROPOSED MODEL**

After performing ten case studies described in the previous section, we propose a shallow architecture (RetNet-10). Our proposed architecture consists of several modules and layers.

The proposed model, RetNet-10, comprises of ten layers, five convolutional layers, three max-pooling layers, and two dense layers. Three blocks are present in the model, where the last two blocks contain two convolutional layers followed by one max-pooling layer, while the first block includes only one convolution layer followed by a max-pooling layer. All the $3 \times 3$ kernel-sized convolutional layers have the parametric rectified linear unit (PReLU), a non-linear activation function and a stride size of $1 \times 1$. PReLU performed better in our model than ReLU because PReLU avoids the direct death of the neurons [80]. Equation (16) is the mathematical equation to represent PReLU, where $x$ is the value of the neuron and $a$ is a coefficient that determines the negative slope, which can be stated as:

$$f(x) = \begin{cases} 
  x & \text{if } x > 0 \\
  ax & \text{if } x < 0 
\end{cases} \quad (16)$$

In our proposed model, RetNet-10, there are 39,954,821 trainable parameters. During model training, the initial weights extract features from the input data, and the loss function calculates the network’s error rate. The kernels’ weights are then estimated based on the error rate after each training epoch. This allows for the adjustment of the kernels after each epoch and the extraction of the best features. The input is sent to Block-1, where the first convolution layer contains 16 filters and a total of 788992 training parameters. For the first convolution layer a low number of filters (16) preserves the structural details and distinct textural features of the input image. Each input generates a total of 16 feature maps which are then corrected with PReLU, only maintaining the feature maps’ non-negative values. The first convolutional
layer’s output feature maps are then shrunk by half using a $2 \times 2$ max-pool layer. Block-2 and Block-3 consist of 32 and 64 filters in their two convolution layers. Block-2 has 384832 and 751232 parameters for 32 and 64 filters, respectively, and Block-3 has 101696 and 172160 parameters for 32 and 64 filters, respectively. The resulting feature map of the last convolution layer of Block-3, composed of 64 filters, is 49 by 49 pixels in size. The max-pool layer then reduces the feature maps to 24 pixels by 24 pixels, lowering computational complexity while preserving important input image information. After block 3, a total of 64 feature maps have been generated, including deeper features of the input data with more intricate forms and objects than in the preceding blocks.

Block-3’s resultant multidimensional feature maps are flattened into a 1D vector comprising 36864 values for each input. The fully connected (FC) layer, which has 1,024 neurons with the PReLU activation function, follows the flatten layer. Each element of the resulting 1D array functions as an input for the first FC layer, connecting each of the layer’s neurons with that input neuron. This connection of the input neurons to the FC neurons, the weight, can be updated by backpropagation after each epoch. A dropout layer with a value of 0.5 follows the first FC layer. A second FC layer is then added: a classification layer with five neurons and a softmax activation function. The softmax activation function provides prediction results for all five classes of our dataset as this layer further generalizes the features. The weights of the fully connected layer and convolutional layers are adjusted after each epoch, based on the error rate determined by the categorical loss function. Fig 15 represents the visualization of our proposed architecture RetNet10.

V. RESULTS AND ANALYSIS
A. EVALUATION METRICS
To assess all the classification models, including existing deep learning models as well as our proposed model, we have applied several metrics named precision, recall, specificity, accuracy (ACC), false positive rate (FPR), false negative rate (FNR), false discovery rate (FDR), and the negative predicted value (NPV) in this study. The confusion matrix of the best-proposed model is shown in Fig 16. In general, the performance metrics values are computed by using the false positive (FP), false negative (FN), true positive (TP), and true negative (TN) values according to equations (17) to (25) below. For equation (26) and (27), the total number of observations is denoted as $m$, and $x^p$ denotes the predicted value of $x$ [76], [81].

$$\text{ACC} = \frac{TP + TN}{TP + TN + FP + FN}$$ (17)

$$\text{recall} = \frac{TP}{TP + FN}$$ (18)

$$\text{specificity} = \frac{TN}{TN + FP}$$ (19)

$$\text{precision} = \frac{TP}{TP + FP}$$ (20)

$$F_1 - \text{score} = 2 \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$$ (21)

$$FPR = \frac{FP}{FP + TN}$$ (22)

$$FNR = \frac{FN}{FN + TP}$$ (23)

$$FDR = \frac{FP}{FP + TP}$$ (24)
NPV $= \frac{TN}{TN + FN}$ \hfill (25)

MAE $= \frac{1}{m} \sum_{j=1}^{m} |x_j - x_j^p|$ \hfill (26)

RMSE $= \sqrt{\frac{1}{m} \sum_{j=1}^{m} (x_j - x_j^p)^2}$ \hfill (27)

B. RESULT ANALYSIS OF THE OPTIMAL MODEL

1) PERFORMANCE METRICS OF THE BEST MODEL

After performing ten case studies on our base model, the classification accuracy improved from 89.23% to 98.65% using the optimal optimizer, learning rate, batch size, flatten layer, loss function, activation function, and filter size, changing max pool and convolutional layer, and several filters. In this section, performance metrics are applied to evaluate the models’ performance, including specificity, precision, recall, ACC, F1-score, FPR, FNR, FDR, and NPV. From Table 7, it can be seen that our proposed model with optimal configuration achieved a specificity of 99.665%, a precision of 98.650%, a recall of 98.656%, an ACC of 99.463%, an F1-score of 98.653%, an FPR of 0.334, an FNR value of 1.350%, an FDR value of 1.351 and an NPV value of 99.665%. The specificity, precision, recall, ACC, F1-score, and NPV are close to 100%, and the FPR, FNR, and FDR values are also satisfactory. Since all performance metrics are good, it can be stated that our proposed model performs well in classification. Table 7 presents the values of the performance metrics for the optimal proposed model in this study.

Fig 16 represents the confusion matrix, Area under the ROC Curve (AUC), training vs validation accuracy, and training vs validation loss for the optimal model. Fig 16A shows that the training curve converges smoothly from the first to the last epoch, with almost no interruptions. The gap between the validation and training accuracy curves does not show any evidence of overfitting while training. Similarly, the loss curve converges steadily for the training curve, as shown in Fig 16B. Based on the training and loss curves, it can be concluded that there was no indication of overfitting.

Fig 16C represents the confusion matrix of the optimized model. The row and column values represent the test dataset’s actual and the predicted data, respectively, while the diagonal value denotes the TP value. It can be seen that our proposed model is not biased toward any class; instead, it predicts all five disease classes almost equally. In addition, the ROC curve is plotted, and the AUC is found from the ROC curve. The AUC value summarizes the ROC curve representing the model’s ability to differentiate between various classes. The model can detect most classes if the AUC value is close to 1. As shown in Fig 16D, the ROC curve is very close to touching the y axis, which indicates the true positive value is close to 1, and the false positive value is close to 0. The AUC value of this study is 98.55%, demonstrating the proposed model’s effectiveness.
C. COMPARISON OF PROPOSED MODEL WITH TRANSFER LEARNING MODEL

In this approach, six pre-trained models named VGG16, VGG19, MobileNetV2, ResNet50, InceptionV3, and Xception are trained and evaluated to observe their performance in terms of accuracy [76], [82], [83]. Table 8 shows a performance comparison of our proposed model and six other CNN-based transfer learning (TL) architectures using the same datasets.

The hyperparameters for all the models are identical, as can be seen in Table 8. The image size is kept at 224 pixels, and we select Adam as the optimizer for all the models. To facilitate the analysis, each model has the same number of epochs: 100. The remaining parameters, learning rate, and batch size for all corresponding models are fixed at the same values, 0.001 and 32, respectively. A performance analysis was carried out to evaluate the robustness of all the models. Each model’s input parameters are the same. Table 8 shows the differences in results. MobileNetv2 obtained the best accuracy of 91.42% among all the transfer learning models. The overall results ranged from 87% to 92%, while the proposed RetNet-10 outperformed all the models by achieving a 98.65% test accuracy. It also requires less computational time than all other models. The transfer learning models’ execution times range from 151 to 153 seconds on average, which is higher than the proposed model. It can therefore be concluded that the developed RetNet-10 model has the best performance based on accuracy and computation times. Moreover, it can be seen that RetNet-10 has a lower number of layers than the other models, indicating a simple but effective model.

D. EXPERIMENTS WITH DIFFERENT DIMENSIONS AND SPLIT RATIOS

In this study, we have utilized a split ratio of 80:10:10, where we have used 80 percent of the data for the training, 10 percent for the validation and 10 percent for the testing.
Utilizing a large proportion of images for training enables our model to be trained with a large amount of data, resulting in high accuracy. To maintain uniformity, we have utilized 512 x 512 image dimensions and fed the images to our model. We have experimented with other split ratios and image dimensions to investigate their effect. Table 9 lists the

<table>
<thead>
<tr>
<th>Model</th>
<th>No. of layers</th>
<th>Epochs</th>
<th>No. of Parameters</th>
<th>Per Epoch time</th>
<th>Optimizer</th>
<th>Batch size</th>
<th>Image size</th>
<th>Learning rate</th>
<th>Test accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG16</td>
<td>16</td>
<td>100</td>
<td>138.4 M</td>
<td>151-153s</td>
<td>Adam</td>
<td>32</td>
<td>224</td>
<td>0.001</td>
<td>90.16%</td>
</tr>
<tr>
<td>VGG19</td>
<td>19</td>
<td>100</td>
<td>143.7 M</td>
<td>151-153s</td>
<td>Adam</td>
<td>32</td>
<td>224</td>
<td>0.001</td>
<td>88.21%</td>
</tr>
<tr>
<td>ResNet50</td>
<td>50</td>
<td>100</td>
<td>25.6 M</td>
<td>151-153s</td>
<td>Adam</td>
<td>32</td>
<td>224</td>
<td>0.001</td>
<td>87.23%</td>
</tr>
<tr>
<td>Xception</td>
<td>71</td>
<td>100</td>
<td>22.9 M</td>
<td>151-153s</td>
<td>Adam</td>
<td>32</td>
<td>224</td>
<td>0.001</td>
<td>89.57%</td>
</tr>
<tr>
<td>Inception V3</td>
<td>48</td>
<td>100</td>
<td>23.9 M</td>
<td>151-153s</td>
<td>Adam</td>
<td>32</td>
<td>224</td>
<td>0.001</td>
<td>87.68%</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>53</td>
<td>100</td>
<td>3.5 M</td>
<td>151-153s</td>
<td>Adam</td>
<td>32</td>
<td>224</td>
<td>0.001</td>
<td>91.42%</td>
</tr>
<tr>
<td>RetNet-10</td>
<td>10</td>
<td>100</td>
<td>39.95 M</td>
<td>140-145s</td>
<td>Adam</td>
<td>32</td>
<td>224</td>
<td>0.001</td>
<td>98.65%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Split Ratio (Train: Validation: Test)</th>
<th>Dimensions</th>
<th>Training Accuracy</th>
<th>Validation Accuracy</th>
<th>Test Accuracy</th>
<th>F1 Score</th>
<th>Specificity</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>80:10:10</td>
<td>512 x 512</td>
<td>98.33</td>
<td>98.65</td>
<td>98.65</td>
<td>99.66</td>
<td>98.65</td>
<td>98.65</td>
<td>98.65</td>
</tr>
<tr>
<td></td>
<td>256 x 256</td>
<td>98.18</td>
<td>98.41</td>
<td>98.63</td>
<td>99.64</td>
<td>98.63</td>
<td>98.63</td>
<td>98.63</td>
</tr>
<tr>
<td></td>
<td>128 x 128</td>
<td>98.1</td>
<td>98.48</td>
<td>98.45</td>
<td>98.61</td>
<td>98.45</td>
<td>98.45</td>
<td>98.45</td>
</tr>
<tr>
<td></td>
<td>64 x 64</td>
<td>98.22</td>
<td>98.48</td>
<td>98.62</td>
<td>98.61</td>
<td>98.61</td>
<td>98.61</td>
<td>98.61</td>
</tr>
<tr>
<td>70:10:20</td>
<td>512 x 512</td>
<td>98.33</td>
<td>97.95</td>
<td>98.1</td>
<td>98.12</td>
<td>99.52</td>
<td>98.1</td>
<td>98.13</td>
</tr>
<tr>
<td></td>
<td>256 x 256</td>
<td>98.14</td>
<td>98.08</td>
<td>98.03</td>
<td>99.51</td>
<td>98.04</td>
<td>98.04</td>
<td>98.03</td>
</tr>
<tr>
<td></td>
<td>128 x 128</td>
<td>97.56</td>
<td>98.07</td>
<td>98.04</td>
<td>99.51</td>
<td>98.04</td>
<td>98.04</td>
<td>98.04</td>
</tr>
<tr>
<td></td>
<td>64 x 64</td>
<td>98.23</td>
<td>98.14</td>
<td>98.03</td>
<td>99.5</td>
<td>98.03</td>
<td>98.03</td>
<td>98.03</td>
</tr>
<tr>
<td>70:20:10</td>
<td>512 x 512</td>
<td>98.33</td>
<td>97.95</td>
<td>97.69</td>
<td>97.69</td>
<td>97.4</td>
<td>97.4</td>
<td>97.42</td>
</tr>
<tr>
<td></td>
<td>256 x 256</td>
<td>98.17</td>
<td>97.27</td>
<td>97.33</td>
<td>97.33</td>
<td>97.34</td>
<td>97.34</td>
<td>97.32</td>
</tr>
<tr>
<td></td>
<td>128 x 128</td>
<td>98.09</td>
<td>98.15</td>
<td>97.43</td>
<td>97.44</td>
<td>97.44</td>
<td>97.44</td>
<td>97.44</td>
</tr>
<tr>
<td></td>
<td>64 x 64</td>
<td>98.18</td>
<td>97.41</td>
<td>97.5</td>
<td>97.5</td>
<td>97.51</td>
<td>97.5</td>
<td>97.51</td>
</tr>
</tbody>
</table>

Utilizing large proportion of images for training enables our model to be trained with a large amount of data, resulting in high accuracy. To maintain uniformity, we have utilized 512 x 512 image dimensions and fed the images to our model. We have experimented with other split ratios and image dimensions to investigate their effect. Table 9 lists the
results of these experiments. Table 9 shows that our proposed split ratio and dimensions result in the highest test accuracy of 98.65%. Other performance metrics are also better compared to different configurations. However, it can be seen that for all dimensions and split ratios, the accuracy is above 97%, demonstrating that different dimensions and split ratios only have a minor impact on the accuracy, and it indicates the robustness of our model that our model can attain sublime accuracy regarding the dimensions and split ratio.

E. K-FOLD CROSS VALIDATION AND IMAGE REDUCTION

To assess the strength of the proposed model, two experiments, K-fold cross-validation and image reduction, are conducted. These tests are briefly described below.

1) K-FOLD CROSS VALIDATION

K-Fold cross-validation is a validation test that is carried out using the training and test data set [84]. Initially, the data set is split into multiple k-folds. Subsequently, k iterations of training and validation, each with a separate series of data for training and validation, are carried out [85]. This technique allows observation of the impact of variability, bias and randomness. Bias is indicated by a difference between the real and the predicted accuracy [86]. It is employed for evaluating our models’ robustness, reliability, and stability. K- Fold cross-validation is conducted with 1-fold, 3-fold, 5-fold, 7-fold, and 9-fold values, acquiring 98.53%, 98.56%, 98.58%, 98.60%, and 98.63% testing accuracy, respectively.

Our best-proposed model attained 98.65%, the highest testing accuracy in classification. After comparing all accuracies, it could be determined that all accuracies were close to the highest accuracy of the optimal proposed model, and the testing accuracy did not drop significantly for any fold. We can therefore expect that our proposed model will acquire high accuracy even in a distinct training scenario with this same dataset. Fig 17 illustrates the test accuracy of several independent K -folds in cross-validation.

2) REDUCTION OF NUMBER OF THE IMAGES

In this section, the number of input images is gradually reduced to evaluate the performance consistency of the proposed RetNet-10 model. For each step, the image number of the data set is reduced to about a fourth of the previous image number. Fig (18) shows the results of reducing the number of images. Since after employing augmentation, our merged dataset consists of 29,279 images, 75%, 50%, and 25%, the dataset consists of respectively, 21,960, 14639, and 7,320 images.

From Fig 18, it can be seen that after training with 100% images (29,279 images), our model achieved 98.65% accuracy. After training with 75% of images (21,960 images), the accuracy dropped by only 2%. With 50% of the images (14639 images), the accuracy dropped by a further 1%, and the RetNet-10 model still achieved a test accuracy of 95.67%. After training with only 25% of the images (7320 images), the model acquired 90.43% test accuracy.

Even using a small number of images (7320 images), the proposed RetNet-10 model can provide a good result demonstrating consistency in the model’s performance. Additionally, we can state that the model can efficiently work with 50% of the images without a major loss of test accuracy.

F. COMPARISON WITH EXISTING WORKS

Table 10 provides an overview of the comparison between our proposed model and the existing related work. The proposed RetNet-10 model was compared to some recent studies in diabetic retinopathy classification. Table 10 compares these previous studies and our proposed methodology based on accuracy.

As previously stated, the suggested RetNet-10 model was trained on the merged dataset and reached a test accuracy of 98.65%. We performed a multi-class classification of fundus images, which contains five classes with 5,819 images, before data augmentation. Table 10 shows a comparison of our method with other studies and an overview of their limitations. A number of researchers [16], [18], [19], [20] performed a binary classification utilizing a single public fundus image dataset, obtaining classification accuracies ranging from 96% to 99.89%. Other researchers [16], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28], employed single datasets for multi-class classification, resulting in classification accuracies in the range of 80% to 99.59%. In both cases, the main limitations were utilizing a limited number of
<table>
<thead>
<tr>
<th>Paper</th>
<th>Name of the dataset</th>
<th>Model</th>
<th>Classification Types</th>
<th>Accuracy</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gayathri et al. [16]</td>
<td>1. IDRiD 2. Messidor 3. TR’s Kaggle dataset</td>
<td>J48 Classifier (ML model)</td>
<td>Binary: no DR, DR</td>
<td>99.89% (Binary classification), 99.59% (multi-class classification)</td>
<td>1. No experimentation with a combined dataset</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM + Naïve Bayes</td>
<td>Binary</td>
<td>98.60%</td>
<td>1. Dataset has a lack of fundus images 2. Data augmentation is missing 3. Model fine-tuning is missing.</td>
</tr>
<tr>
<td>Kaushik et al. [19]</td>
<td>1. Image-Ret</td>
<td>Stacked CNN</td>
<td>Binary (No DR and Having DR): Multiclass: no DR, mild, moderate, severe, and PDR</td>
<td>97.92% (Binary classification), 87.45% (Multi-class classification)</td>
<td>1. Lack of image enhancement techniques 2. Noise removal is not conducted 3. Model fine-tuning is missing 4. No experimentation with a combined dataset</td>
</tr>
<tr>
<td></td>
<td>1. EyePACS</td>
<td></td>
<td>Multiclass: no DR, mild, moderate, severe, and PDR</td>
<td>96% (Messidor2) 75.09% (EyePACS)</td>
<td>1. Lack of image enhancement techniques 2. Noise removal is not conducted 3. Model fine-tuning is missing 4. No Experimentation with a combined dataset 5. No data augmentation</td>
</tr>
<tr>
<td>Yaqoob et al. [20]</td>
<td>1. Messidor-2 (Two grades) 2. EyePACS (Five grades)</td>
<td>CNN</td>
<td>Binary</td>
<td>81.80% (Original fundus image dataset) 86.10% (Entropy image dataset)</td>
<td>1. Lack of image enhancement techniques 2. Noise removal is not conducted 3. Model fine-tuning is missing 4. No experimentation with various TL models 5. No experimentation with a combined dataset</td>
</tr>
<tr>
<td></td>
<td>1. Kaggle diabetic retinopathy</td>
<td></td>
<td>Multiclass: no DR, mild NPDR, moderate NPDR, severe NPDR, and PDR</td>
<td>88%-89%</td>
<td>1. Lack of image enhancement techniques 2. Noise removal is not conducted 3. Data augmentation is missing 4. Model fine-tuning is missing 5. No Experimentation with a combined dataset 6. No Experimentation with various TL models 7. Experiment with various TL models is absent</td>
</tr>
<tr>
<td></td>
<td>2. Entropy image dataset</td>
<td></td>
<td>Multiclass: no DR, mild NPDR, moderate NPDR, and PDR</td>
<td>88%-89%</td>
<td>1. No experimentation with a combined dataset 2. Data augmentation is missing</td>
</tr>
<tr>
<td>Gert et al. [21]</td>
<td>1. Original fundus image dataset</td>
<td>Proposed CNN</td>
<td>Multiclass: no DR, mild NPDR, moderate NPDR, severe NPDR, and PDR</td>
<td>88%-89%</td>
<td>1. No experimentation with a combined dataset 2. Data augmentation is missing</td>
</tr>
<tr>
<td>Mohamed et al. [22]</td>
<td>1. APTOS 2019</td>
<td>Proposed CNN</td>
<td>Multiclass: no DR, mild NPDR, and PDR</td>
<td>99.49%</td>
<td>1. Lack of image enhancement techniques 2. Data augmentation is missing 3. Model fine-tuning is missing</td>
</tr>
<tr>
<td>Shankar et al. [23]</td>
<td>1. MESSIDOR R</td>
<td>Hyperparameter Tuning Inception-v4 (HPTI-v4)</td>
<td>Multiclass: Normal, Stage1 (mild NPDR), Stage2 (Moderate +Severe NPDR), Stage3 (PDR)</td>
<td>99.49%</td>
<td>1. No experimentation with a combined dataset 2. Data augmentation is missing</td>
</tr>
<tr>
<td>M. Al hazaimich et al. [24]</td>
<td>DR’s Kaggle dataset</td>
<td>DCNN + SVMGA</td>
<td>Multiclass: no DR, mild, moderate, severe and PDR</td>
<td>98.80%</td>
<td>1. Dataset has a lack of fundus images 2. Data augmentation is missing 3. Model fine-tuning is missing</td>
</tr>
<tr>
<td>Wejdan et al. [25]</td>
<td>1. DDR 2. APTOS Kaggle 2019</td>
<td>First scenario: CNN512 (Proposed CNN) Second scenario: An adopted YOLOv3 model</td>
<td>Multiclass: no-DR, mild, moderate, severe and PDR</td>
<td>88.6% (DDR dataset) 84.1% (APTOS dataset) 89%</td>
<td>1. Proper image processing method is absent (need to explore more) 2. Experiment with various TL models is absent 3. Model fine-tuning is missing 4. No experimentation with a combined dataset</td>
</tr>
<tr>
<td>P. Saranya et al. [26]</td>
<td>1. MESSIDOR R</td>
<td>Proposed CNN</td>
<td>Multiclass: No DR, Mild DR, Moderate DR, and Severe DR</td>
<td>90.89% (MESSIDOR dataset)</td>
<td>1. Lack of image enhancement techniques 2. Model fine-tuning is missing 3. No experimentation with a combined dataset 4. Experimentation with various TL models is absent</td>
</tr>
<tr>
<td>Gharibeh et al. [27]</td>
<td>1. DARETDB</td>
<td>SVMGA (SVM and Genetic Algorithm)</td>
<td>Multiclass: no DR, mild, moderate, severe and PDR</td>
<td>98.4%</td>
<td>1. Dataset has a lack of fundus images 2. Data augmentation is missing 3. Model fine-tuning is missing 4. Experimentation with various TL models is absent</td>
</tr>
</tbody>
</table>
TABLE 10. (Continued.) Accuracy comparison with existing literature.

<table>
<thead>
<tr>
<th>K. Shankar et al. [28]</th>
<th>1. MESSIDOR</th>
<th>Synergic Deep Learning (SDL)</th>
<th>Multiclass: Normal, Stage1 (mild NPDR), Stage2 (Moderate + Severe NPDR), Stage3 (PDR)</th>
<th>99.28%</th>
<th>1. Experiment with combine dataset is absent</th>
</tr>
</thead>
</table>
| Sehrish et al. [29] | DR's Kaggle dataset | Ensemble Classifier | Multiclass: Normal, mild, moderate, severe and PDR | 80.80% | 1. Lack of image enhancement techniques  
2. Noise removal is not conducted  
3. Experiment with combine dataset is absent  
4. Experimentation with various TL models is absent |
| Wu et al. [30] | 1. IDRiD  
2. DR's Kaggle dataset | CF-DRNet | Multiclass: No DR, Mild, Moderate, Severe, and PDR | 83.10% (Kaggle dataset)  
56.19% (IDRiD dataset) | 1. Experiment with combine dataset is absent  
2. Image processing is lacking  
3. Model fine-tuning is missing |
| Rubina et al. [31] | 1. Messidor  
2. Messidor-2  
3. DRISHTIGS  
4. Retina dataset | Fine-tuned VGG16, and Inception V3 model | Multiclass:  
1. Normal (DR, DME, Glaucoma, and Cataract)  
2. Mild multi-class (Normal, mild DR, mild DME, and mild Glaucoma) | 88.3% (multi-class)  
85.95% (Mild multi-class) | 1. Lack of image-enhancement techniques  
2. Data augmentation is missing  
4. Experimentation with various TL models is absent  
5. Model fine-tuning is missing |
| RetNet-10 (Our proposed work) | Merge Dataset | Shallow CNN | Multiclass: (No DR, mild NPDR, moderate NPDR, severe NPDR and PDR) | 98.65% | 1. The number of raw images in grade 3 and 4 are limited  
2. Pixelwise image preprocessing techniques and markers segmentation are missing  
3. Progression of the disease not included |

images, a lack of image enhancement, model fine-tuning, data augmentation or comparison with other deep learning models. While some researchers [29], [30], [31] experimented with an extensive dataset for multi-class classification, their proposed model could not achieve accuracies as high as the previous studies. In this case, the core limitations were the lack of model fine-tuning and data augmentation. Achieving a good accuracy for a dataset with different quality images for multi-class classification is always challenging, so complex methods are needed to achieve optimal results. Our study aims to address these research gaps.

G. CONTRIBUTION OF THE STUDY

Research on early diagnosis of DR utilizing a computer-assisted system is a highly demanding research subject due to the extreme endangerment of DR. However, to the best of our knowledge, all the state-of-the-art work only focuses on a single dataset, and none merge multiple public datasets class-wise. Working with a single dataset is comparatively less challenging. Although, if a model is tested only on a single dataset and is not validated on the merged dataset, that model has a significant chance of giving the wrong prediction on real-time data due to not seeing enough raw images while testing on a single dataset. In our study, we have addressed this challenge by merging three publicly available benchmark DR datasets class-wise. We worked with a wide range of DR images where images from Grade 3 and Grade 4 increased that contain images with severe DR. By working with a wide range of DR images, our model trained with different types of images with other resolutions and complexity, that makes our model robust for working with real-time data as well. In this study, we have proposed an optimal image preprocessing strategy to eradicate noises from fundus images and enhance the image. We have offered an optimal way to perform augmentation for the data balance process. A brief model optimization strategy is adopted to find a robust, lightweight, yet intuitive model that performs better than six traditional transfer learning models. Therefore, the significant contributions discussed in this study can extensively impact and benefit researchers and aid clinicians in diagnosing DR early.

VI. CONCLUSION

This study resolves a multiple-class classification issue for DR with good accuracy. A shallow CNN model framework is proposed, and the time complexity and training time are considered. Three different datasets are used with different resolutions and quality of images, as these images were collected from different sources. Since image qualities were diverse and different artifacts and noises were present in these images, further processing was challenging. A new, high-quality image processing technology has been introduced. Since these three-fundus datasets have insufficient images in some classes, working with this imbalanced dataset was another challenge for this study. Finding an effective method
to balance the dataset was crucial. We, therefore, applied different data augmentation methods and built a base model to evaluate these augmentation methods. After identifying the optimal augmentation technique, ten optimization studies were performed to determine the best configuration and improve the model’s classification accuracy. The RetNet-10 model achieved the highest accuracy at the 80th epoch which helps to reduce the time complexity. Our study shows that our model, created after fine-tuning, has lightweight characteristics and achieves excellent results with a test accuracy of 98.65% while working with a wide range of images. The K-Fold cross-validation and the Loss and Accuracy curves of validation and training demonstrate that our proposed model (RetNet-10) has no overfitting and underfitting issues. A comparison with different TL models illustrates the performance stability of our proposed model with a lower convergence time than traditional TL models and a better accuracy. Experiments with different split ratios, dimensions, and image reduction show that our model can perform in a different scenario and with various case studies with optimal accuracies, which indicates the robustness of RetNet-10. Experiments with different split ratios, image dimensions, and a reduced number of images are further indications of the robustness of RetNet-10. Our methodology has been compared with 15 state-of-the-art studies and could handle a wide range of images, utilizing a novel preprocessing strategy. Finding optimal augmentation techniques and fine-tuning a base CNN model resulted in a lightweight yet intuitive model, contributing to the DR classification challenge.

On the basis of this study, for DR multiclass classification, applying optimal image preprocessing, augmentation, and model-building methods, including model optimization, are essential. As the fundus image dataset contains complex characteristics, the RetNet-10 model architecture can be an appropriate approach since it appears to extract significant hidden attributes from the images, resulting in high classification accuracy.

VII. LIMITATIONS AND FUTURE RESEARCH

The proposed CNN (RetNet-10) model performed significantly better than other traditional classifiers for multiclass classification. However, there are limitations which can be addressed in future work. For instance, after combining the three datasets, our final dataset consists of 5,819 images with different characteristics. However, the number of raw images for grades three and four is still limited. In the future, we can add more images to overcome this issue. In addition, although our image preprocessing techniques perform well for this dataset, different image processing techniques to manage noisy input images, including segmentation of the different features of the retinal fundus images, can further be explored. How our proposed model would perform on real-time data could also be evaluated. Additionally, to understand the DR’s progression, we may explore geometrical deep learning and graph neural networks.
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