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Linguistic Approach to Decisionmaking

with Fuzzy Sets

RICHARD M. TONG AND PIERO P. BONISSONE, MEMBER, IEEE

Abstract-A technique for making linguistic decsions is presented.
Fuzzy sets are assued to be an appropriate way of dealng with uncer-
tainty, and it b therefore cncluded that decisions taken on the basis of
such infomation must themselves be fuzzy. It b inappriate then to
present the decision in numencal form; a statement in natural angug Is
much better. For brevity only a single-stage multlabute decsion prob-
lem is considered. Solutions to such problems are shown using ideas in
linguisc approximation and truth qualiction. An extensive example
illuminates the basic ideas and techniques.

I. INTRODUCTION

THE APPLICATION of fuzzy set theory to the prob-
lem of making a decision when only incomplete or

uncertain information is available has been the subject of
much research over the last decade (see Kickert [7] for a
recent review). The basic premise behind this work is that
there are situations where it is more natural to handle
uncertainty by fuzzy set theory than by probability the-
ory. While we agree with this, we do feel that most
published work does not go far enough in its utilization of
the fuzzy approach.

In this paper we present a technique for fuzzy de-
cisionmaking that is based on linguistic approximation
and truth qualification. The main feature, and advantage,
of our approach is that it generates a linguistic assessment
of the decision, thus making explicit the subjective nature
of any choice that is made using fuzzy information.

In Section II of the paper we discuss multichoice deci-
sion problems in which information about the "suitability"
of the alternatives is given by a set of fuzzy sets. We show
how to generate a single fuzzy set that aggregates all the
suitability information and how this may be interpreted as
the basic fuzzy decision. Section III of the paper is con-
cerned with the development of ideas in linguistic ap-
proximation and truth qualification. Following Zadeh [14],
we introduce the concept of a truth-qualified proposition
in natural language and show how this may be made the
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Fig. 1. Simple suitability sets.

basis for a linguistic decision. Finally, in Section IV we
present a rather extensive example of an investment deci-
sion problem in which the ratings are linguistic rather
than numerical. This example is designed both to illustrate
our technique and to give further insight into the proper-
ties of the linguistic approach.

II. A MULTICHOICE DECISION PROBLEM

We assume that the basic problem is to choose between
a set of alternatives, i= {ai: i= 1,- - * , m}, given some
fuzzy information about the "suitability" of each of them.
We also assume that this information is given as a set of
fuzzy sets, 5= {Si: i= 1,- , M}, where each of the S, is
defined by a membership function that maps the real line
onto the closed interval [0, 1].

Suitability is simply interpreted as a measure of the
ability of an alternative to meet our decision criteria. The
concept arises quite naturally in this kind of problem and
is essentially a fuzzification of the idea of a rating. Thus,
for example, the 5 could be fuzzy expected utilities in the
manner of Watson [9], the fuzzy values described by
Efstathiou and Rajkovic [5], or they might be computed
from linguistic assessments of the alternatives with respect
to the decision criteria. (We present an example of the
latter in Section IV.)
Given this statement of the problem, we have to select

the preferred alternative on the basis of 5 and then
generate a linguistic statement about our decision. To help
illustrate the selection procedure, consider the simple ex-
ample of choosing between four alternatives given S1, S2'
S3, and S4 as shown in Fig. 1.

It is ambiguous as to which alternative we should
choose, but intuitively we would prefer either a3 or a4. To
help us decide we shall introduce a concept of dominance
that is closely related to Zadeh's [10] definition of separa-
tion. The separation a between two convex fuzzy sets A
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Fig. 2. Example of "less than or equal to A."

and B is given by
a(A, B) = 1- V (AA(X)AtlB(x))

x

where V denotes the maximum operation and A denotes
the minimum operation. We now define the dominance 8
of A over B by

8(A, B) = V (y ,A(X)AILB(X))
x

where <A is the fuzzy set "less than or equal to A"
formed from A by setting

L A(X) = 1.0, x<x*

=A(X), X>X*

with x* being the leftmost (i.e., lowest) value of x for
which yA(X)= 1.0. This is illustrated in Fig. 2. When the
peak in 1A is to the left of, or coincides with, the peak in
/LB we have S(A, B)= 1-a(A, B). Notice that while
8(A, A)= 1, S(A, B)#6(B, A) in general.
This definition is not the only one we could have

chosen. Nonetheless, it does reflect our interest in the
separation between the peaks of IA and B.tB Our basic
reasoning is that the subset of S which is nondominated
gives a clear indication of the preferred alternatives. Since
the universe of discourse on which the elements of S are

defined is a linearly ordered set, it follows that a non-

dominated fuzzy set is one with a peak which lies to the
right of all the others. It is important to realize, however,
that 8 gives us no information about the overall shape of
A and B. Thus the set B' in Fig. 2 is such that 8(A, B)=
8(A, B'). Clearly, then, we cannot rely solely on 8 in
forming our decision about C.
Our definition does allow us to construct a dominance

relation R., on S. For the example of Fig. 1 this would be

1.0 0.5 0.0 0.0
R =

1.0 1.0 0.8 0.5

1.0 1.0 1.0 1.0

1.0 1.0 1.0 1.0
where R,6(i, j) is the dominance of Si over S5. We see that
there are two rows with all 1.0. Thus the subset of non-

dominated alternatives is {S3, S4}, and our intuition about
the choice being between a3 and a4 is confirmed.

Although R8 is reflexive, it is asymmetric and is gener-

ally nontransitive (see Zadeh [11] for a definition of these
terms). It is not, therefore, a partial ordering on S. How-
ever, we can use it in generating a single fuzzy set which
represents our decision. The procedure we adopt is very

similar to one proposed by Baas and Kwakernaak [1].

z 4

00 40

Fig. 3. Simple decision sets.

u

While their technique leads to an essentially numerical
assessment of the choice, ours gives rise to a linguistic
one.

First, we define a vector of weights W such that
W(i)= A R8(i, j). These represent the overall degree to

I
which one alternative dominates the others and may be
thought of as defining a fuzzy set of dominant alterna-
tives. Thus for the R. above W=[O.O 0.5 1.0 1.0].
As we have already remarked, this is not sufficient to

make our choice since it takes no account of the shapes of
the elements of S. In order to do so, we define a dif-
ference function gk(.) of m independent variables,

m

Ei W(i) -xi
i=l

gk(Xl,... ,Xm)=Xk- m

E W(i)
i=#k

where the index k corresponds to a position in W for
which W(k) =1. We can then compute the fuzzy prefer-
ence set Zk, induced by gk(') when xi is replaced by Si.
The "extension principle" (Zadeh [13]) defines this set to
be

ILZk(U)= V [ A Asj(Xi)
(XI, *,xm) [3 1

s *g,k(.) = u

which we write more compactly as Zk =gk(5).
Note that Baas and Kwakernaak use a simpler dif-

ference function
1

m

Pk(XI,I X.) XXk m-1 x
i=1
i#k

which is clearly equal to gk(.) if W(i) = 1.0 for all i.
Our justification for gk, and hence Zk, is that when

there are some clearly dominated alternatives these are
relatively unimportant in coming to a final decision. In
particular, if W(i)=0 for some i, then the corresponding
alternative is definitely not preferred. The fuzzy set Zk is
thus the fuzzy weighted difference between Sk and {Si: i7#
k}.

Since the weight vector for the example of Fig. 1 has
two positions such that W(k)= 1, that is k=3 and k=4,
we have to form two preference sets, Z3 =g3(05) and
Z4 =g4(S), using our technique. These are shown in Fig. 3
and notice that our original assessment is reflected in the
shapes with Z4 being slightly to the right of Z3. We might

I / Il
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use this to assert that a4 should be preferred to a3 but our
confidence in doing so should be rather low. Indeed, we
would like a linguistic assessment of the situation, and we
consider the problem of generating one in the next sec-
tion.

III. TRUTH QUALIFICATION AND LINGUISTIC
APPROXIMATION

The central idea is that we shall express our preference
for one of the alternatives over all the others as a truth
qualified proposition in natural language. Thus our deci-
sions will have forms similar to the following: "It is very
true that ak is marginally preferred to all others," or "It is
more or less true that ak is preferred to all others." These
may be written more formally as "ak is P to all others is
T" where P is the strength of our preference and T is the
truth qualification.
Such decisions have three elements. First, there is the

underlying nonfuzzy decision that picks out ak. Second,
there is the "strength" of this decision expressed as a
linguistic degree of preference. Then third, there is some
qualification of (or expression of confidence in) the deci-
sion in terms of the degree of truth. This three level
format allows us considerable flexibility in forming deci-
sions, and it gives a true sense of the uncertainty associa-
ted with the underlying data.
The problem of generating a linguistic decision from

the preference set Zk is thus seen to be a matter of
interpreting Zk in terms of our linguistic decision format.
Essentially, all that is required is for us to give Zk a
meaningful label. The method we use to do this is called
linguistic approximation.

Before proceeding, we need to define what we mean by
"ak is P to all others is T." If we interpret P as a fuzzy set
on the same universe of discourse as Zk and if T is a fuzzy
truth set, then our decision statement can be translated
into a fuzzy set with the same meaning. This concept of
"semantic equivalence" was introduced by Zadeh [14] and
gives an equivalent set, denoted L, defined by

t' U) =AJAAU)) -

Linguistic approximation then, is finding a fuzzy set L
which is close in meaning to Zk.
To do this we utilize some recent work by Bonissone [2]

on pattern recognition techniques applied to linguistic
approximation. The first step is to generate a set of
possible decision statements which we call the term set 1.
Each element of the set will be similar to the statements
above although P may be rather more complex as we shall
see in the example.
The exact form of the term set will be problem depen-

dent, but it should be large enough so that there is a wide
range of possible decisions. To ensure this, the fuzzy sets
P and T have to be chosen appropriately. Fig. 4 shows
some typical preference sets which illustrate how P may
be defined. Because the universe of discourse is an ordered
set, P3 indicates a higher degree of preference to either PI
or P2. Similarly, P2 has a higher degree than P1. Thus we

0 0

Fig. 4. Typical strength of preference sets.
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Fig. 5. Examples of truth sets.

can assign labels such as "indifferent," "marginally pre-
ferred," and "definitely preferred" to these sets.
Some fuzzy truth sets are shown in Fig. 5. Note espe-

cially that "true" is given by It"tru,,e,(t) = t. This may seem
counter-intuitive at first, but because of the way IL iS
defined, if T is "true" then L=P. This gives the very
reasonable result that a proposition of the form "ak is P to
all others is true" is the same as "ak is P to all others."

Having fixed the primary P and , an efficient way of
obtaining the term set is to use a context free grammar in
the manner of Zadeh [12]. Thus if we consider each
element of C, denoted Li, as a sentence in a synthetic
language then all possible decision sentences can be gen-
erated using the grammar. Once this is done, we need to
search among the elements of e for the one which is
closest in meaning to the unlabeled Z. It is extremely
inefficient to make pairwise membership function com-
parisons for all the Li, so as a preliminary to performing a
more efficient search we represent each of the Li by a
pattern pi of characteristic features. Since the number of
features is much smaller than the number of elements in
the universe of discourse for Li (typically, four compared
to 50) a search in this lower order space of features qP can
be performed much more effectively.
To do this we define a Euclidean metric in 03P, denoted

dl, and find the set of Li which satisfy dl(pi, pz)<E;
where p, is the pattern for the unlabeled preference set
and where E is a parameter which defines our tolerance in
judging the similarity of two patterns. The result of the
search is thus a small subset of J, denoted LA[Z], which
contains only those Li which are close in meaning to Z.

If we want a unique decision, as is usually the case,
then we have to compare actual membership distributions.
Thus we need to compare each Li in LA[Z] with Z using
another appropriately defined metric. (In practice we have
found a modified form of Bhattacharya distance to be
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especially effective.) If we denote this metric by d2, then
the linguistic decision statement corresponding to Z is
that Li in LA[ZJ which minimizes d2(L,, Z). We denote
this Lz since it is the decision statement that labels Z. The
reader is referred to Tong and Bonissone [8] for a detailed
description of pattern space construction and the defini-
tions of the metrics.

IV. AN INVESTMENT DECISION PROBLEM

As an illustration of the mechanics of our approach, let
us consider the following problem. A private citizen has a
moderately large amount of capital which he wishes to
invest to his best advantage. He has selected five possible
investment areas, {a,, a2, a3, a4, a5}, and has four criteria,
{CI, C2, C3, C4}, by which to judge them. These are

a,
a2
a3
a4

a,

the commodity market.
the stock market.
gold and/or diamonds.
real estate.
long-term bonds.

and

cl the risk of losing the capital sum.
c2 the vulnerability of the capital sum to modification

by inflation.
C3 the amount of interest received.
C4 the cash realizability of the capital sum.

His rating of the alternatives with respect to the criteria,
{rij: i = 1, . * 5, j= I * * * ,4}, is expressed linguistically as
shown in Table I. Thus, for example, his assessment is
that there is a low risk of losing his capital if he invests in
real estate and that the amount of interest received from
stocks is only fair. His problem is to select one of the ai
with the additional constraint that he does not consider
the criteria to be equally important but gives them linguis-
tic weights (a1, a2, a3, a4), as shown in Table II. Thus the
amount of interest received is the most important factor,
whereas the cash realizability is the least important.
The first step in solving this problem is to compute a

suitability set for each alternative. To do this we shall
assume that a fuzzy weighted sum of ratings is the ap-
propriate measure of suitability. Obviously, other models
of this concept could be constructed for the problem, but
our objective here is to show how to select an alternative
given S rather than to discuss the mechanism by which S
is obtained. So, we assume that

4

j=l

where the notions of "fuzzy addition" and "fuzzy multi-
plication" implied by this equation are derived by using
the extension principle. Thus we translate the linguistic
ratings and weights given in Tables I and II into fuzzy sets
and then combine them using the equation above to give
the suitability sets shown in Fig. 6.

TABLE I
LINGUISTIC RATINGS

Criteria

C1

al hig

a2 fair

Alternatives a3 low

a4 low

a5

C2

moreorl ess
high

fair

from fair
to

moreorl ess
low

very
low

c3

very
high

fair

C4

fair

moreorless
qood

fair

moreorl ess
high

good

bad

very h gh moreorless very
low low good

TABLE II
LINGUISTIC WEIGHTS

I1 A2 a3 a4
moderately moreorless very moreorless
important important imoortant unimportant

Fig. 6. Example, case 1-suitability sets.

We have not included the definitions of aj and rij since
these are not strictly relevant to our development. How-
ever, it is worth mentioning that provided they are re-
stricted in certain ways, the actual computation of the Si
can be considerably simplified. In particular, the work of
Dubois and Prade [4] shows that when manipulating fuzzy
sets it is often possible to work with parameterized ver-
sions of the membership functions rather than the mem-
bership functions themselves. In which case, applying the
basic arithmetic operations between fuzzy sets becomes a
matter of following some simple rules for combining the
parameters.
The next step is to compute the dominance relation,

which for our problem is

1.0
1.0

R's= 1.0
1.0
0.77

1.0
1.0
1.0
1.0
0.79

0.81
0.90
1.0
1.0
0.63

0.49
0.58
0.85
1.0
0.34

1.0
1.0
1.0 I

1.0
1.0

and we see that S4 (real estate) dominates all the others,
with the weights being [0.49 0.58 0.85 1.0 0.34]. We then
apply the procedures described in the previous section
first to compute Z4 =g4(S) and then to search for an
appropriate linguistic approximation Lz. Note that we are

tt~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
-lr
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Fig. 7. Example, case 1-Z and L,. Fig. 8. Example, case 2-suitability sets.

tacitly assuming the existence of a decision term set C. In
fact, of course, the generation of C is an essential pre-
liminary to this whole exercise. The membership functions
for Z4 and Lz are as shown in Fig. 7.

Recalling that the standard form of decision is "ak is P
to all others is T," then we have that

ak = "real estate"

and that Lz is equivalent to
P= "from indifferent with to marginally better than"
T="more or less true."

It is interesting to compare this linguistic statement with
the dominance weights derived from R,. In some sense,
the W(i) overemphasize the differences making it seem
that real estate is a clear-cut choice. The linguistic state-
ment, however, is rather more cautious. It picks out real
estate, but makes us realize that the preference is only
marginal.

This characteristic feature of the linguistic approach is,
we feel, particularly valuable. In any decision problem
where there is uncertainty in the data, there must be
uncertainty in the decision itself. Obviously, one of the
alternatives has to be selected, but we should be aware of
the consequences of fuzzifying the problem.

Let us pursue this discussion by slightly modifying the
problem. Suppose the investor changes his assessment of
the importance of C4. Instead of being simply "more or
less unimportant" he feels it is "from more or less unim-
portant to moderately important." This gives a new set of
suitability sets, see Fig. 8, and a new dominance relation,

1.0
1.0

R, = 1.0
1.0
1.0

1.0
1.0
1.0
1.0
0.96

0.91
0.99
1.0
1.0
0.81

0.58
0.72
1.0
1.0
0.51

1.0
1.0
1.0 .
1.0
1.0

The corresponding dominance weights are [0.58 0.72 1.0
1.0 0.51], and we see that two alternatives a3 and a4
completely dominate the others. This means that we need
to form two preference sets: one for real estate Z4 and one
for gold/diamonds Z3. In fact these are so sufficiently
similar that they have the same LZ, see Fig. 9.
Thus our decision is that the investor is now indifferent

Fig. 9. Example, case 2-Z3, Z4, and L.

to real estate and gold/diamonds and that

ak = "both real estate and gold/diamonds"
P= "from indifferent with to marginally better than"
1= "more or less true."

This is a very interesting result. Inspection of Fig. 8 might
have led us to believe that real estate would be preferred.
However, we see that, once again, the linguistic approach
emphasizes basic similarities rather than numerical dif-
ferences.

If we wish to choose between real estate and gold/di-
amonds then we have to apply other criteria to Z3 and Z4
(or S3 and S4). We might think of selecting the one with
least "fuzziness" or the one that gives the smallest possi-
bility of low suitability. Alternatively, we might treat the
problem as a binary choice decision and then reapply our
method using just S3 and S4.
A better approach would be to assess the relative domi-

nance of a3 and a4 with respect to the nondominant
alternatives. By that we mean that two subproblems should
be considered: the dominance of a3 over a1, a2, and a5,
and the dominance of a4 over a,, a2, and a5. We form a
dominance relation for each of these reduced problems by
striking out the appropriate row and column in R8. This
gives

RR = relative dominance of real estate

1.0
1.0
1.0
1.0

1.0
1.0
1.0
0.96

0.58
0.72
1.0
0.51

1.0
1.0
1.0
1.0
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and
1.0-

RG= relative dominance of gold/diamonds

1.0
= 1.0

1.0
1.0

1.0
1.0
1.0
0.96

0.91
0.99
1.0
0.81

1.0
1.0
1.0 .
1.0

The corresponding dominance weights are

WR= [ 0.58 0.72 1.0 0.51 ]

WG=[0.91 0.99 1.0 0.81 ].
If we now define two fuzzy preferences Fig. 10. Example, reduced problem-ZR and LR.

and

ZR = S4 -

ZG = S3 -

WR(1)Sl + WR(2)S2 + WR(4)S5
WR(l) + WR(2) + WR(4) J

WG(1)S1 + WG(2)S2 + WG(4)S5 l
WG(1)+ WG(2) + WG(4) I

then we get a substantially different picture of the prefer-
ence for real estate and gold/diamonds. Fig. 10 shows ZR
with LR which corresponds to

ak = "real estate."

P= "between indifferent with and
marginally better than."

T= "more or less true."
and Fig. 11 shows ZG and LG which correspond to

ak = "gold/diamonds."
P= "between marginally worse than and marginally

better than."
tr= "true."

Obviously, there is now a much stronger decision in favor
of real estate.
Even though the difference is clear in this example, we

should observe that, in general, this is not necessarily a
straightforward problem. What is required is some way of
actually ranking the dominant alternatives. Rather than
ask whether "indifferent" plus "more or less true" is better
than "marginally" plus "true," for example, it would be
better to treat this final ranking as a separate problem.
Thus, if we have determined that there is a dominant
subset GD of S such that these alternatives either have the
same, or very similar L4 then we should restrict our
attention to only that subset. The problem is then to
produce a rank ordering on 6D.
As we have noted, previous attempts to solve the prob-

lem of ranking fuzzy sets are largely inadequate since they
rely on numerical representations of the essential features
of the problem and, therefore, defuzzify it. However, a
more recent approach by Efstathiou and Tong [6] uses the
concept of a linguistic preference relation and attempts to
define linguistic equivalents of the classical ideas of transi-
tivity and ordering. The essence of the approach is that
the decisionmaker is required to make pairwise compari-
sons between the elements of 6D and to express his prefer-

1.0

Fig. 11. Example, reduced problem-ZG and LG.

ences linguistically. Analysis of the resulting preference
relation allows a linguistic ordering to be constructed.
While this work is only a preliminary study, it does show
that such an approach is feasible and clearly preferable to
any purely numerical method.
To summarize, it does seem that if there are two, or

more, dominant alternatives, then we should form a deci-
sion for each of them without attempting to say which is
the most dominant. We may well want to perform addi-
tional analysis on 6D so that we can pick just one alterna-
tive, but we should certainly not insist on calling this the
"best" unless we have a very clear idea of what such a
phrase means.

V. DiscusSION

We have focused on the theoretical aspects of linguistic
decision analysis in the preceding sections, but it is im-
portant to realize that underlying these are some funda-
mental practical issues. To be of maximum value our
technique has to be implemented as an interactive com-
puter system. The prototype used to compute the example
in Section IV is described in detail by Bonissone [3].
Essentially, the program flow follows the diagram shown
in Fig. 12 and may be conveniently broken into two
phases: a setting-up phase and a solution phase. In each
phase the user interacts with the program by providing it
with information about the problem. So, in the setting-up
phase, all the parameters related to the problem formula-
tion, decision set definition, and linguistic approximation

721

Authorized licensed use limited to: UNIVERSIDAD DE GRANADA. Downloaded on March 9, 2009 at 13:27 from IEEE Xplore.  Restrictions apply.



IEEE TRANSACTONS ON SYSTEMS, MAN, AND CYBERNETICS, VOL. SMC-10, NO. 11, NOvEmBR 1980

Problem number of decision stages,
formulation ---- types of decision,

names of fuzzy variables

Setting-up Decision set L parameters in the generative
phase definition grammar

|LA proIcedure I fixing feature weights,L
initialisation ------selecting the tolerance

initialisation
parameter

Fuzzy data particular problem data
input ------ (using a graphical input

device?)

Solution Highest level prints fuzzy decision,
phase decision - displays relevant membership

distributions

\ Decision interactive investigation of
Dreviewsion - low level computations that

led to high level decision

Fig. 12. Systems diagram for computer decision package.

initialization are defined. Then, in the solution phase, the
decision algorithm is provided with the problem data, the
solution is obtained, and its components are analyzed.
Within this two phase structure we have indicated six
distinct functions which are worth discussing in greater
detail.

In the "problem formulation" step the actual problem
under analysis is formally defined. The number of deci-
sion stages and their structure are specified and, for each
decision stage, the number of alternative choices and the
number of evaluating criteria are also determined. In our

illustrative problem we have one decision stage, five alter-
natives, and four criteria.

In the "decision set definition" step we are concerned
with the construction of the decision term set C. This
depends upon the primary terms we use for P and T as

well as the actual parameters of the grammar. The user is
expected to provide all this information, although some

defaults may be acceptable in practice. In the illustrative

example P has seven primary linguistic values ranging
from "definitely worse than" to "definitely better than,"
and T also has seven primary values ranging from "very
false" to "very true."

In the "linguistic approximation procedure initializa-
tion" step, all the parameters related to our linguistic
approximation technique have to be entered. As in the
previous step, it may well be possible to have default
settings for most of these. In general, however, the user

will have to provide information about the patterns of the
characteristic features, the metrics d1 and d2, the tolerance

parameter E, and several other parameters which are too
technical for discussion here.
The "fuzzy data input" step uses information from the

"problem formulation" step to set up an interactive dia-
logue with the user about his linguistic evaluations of the
problem. At the end of this step, all information of the
kind illustrated in Table I has been collected, and the
solution to the problem can be computed using the proce-
dures described in Section II.

In the "highest level decision" step, the decisionmaker
is presented with the selected alternative ak, the strength
of the decision P, and the truth qualification T. Upon
request, the system will also display the rank of the
alternatives, the ranking values W, and a plot of the
membership distributions of the preference set Z, and its
approximation Lz.

In the "decision review" step another interactive dia-
logue can be initiated by the user to request information
about the deep structure of the solution. Thus he can ask
for the dominance relation R8, the components of the
suitability of the selected alternatives, the parameters of
the linguistic approximation procedure, and other details.
He may also plot the suitability sets for further insight
into the problem.

If at this stage the decisionmaker is satisfied, then the
problem is solved; if he is not, then he can reenter the
program at any of the first four steps to change and
modify the problem as he desires.

VI. CONCLUSION

Previous attempts to solve fuzzy decision problems have
produced numerical rankings of the alternatives. We be-
lieve that any attempt to do this is misguided. In situa-
tions where fuzzy sets are a suitable way of representing
uncertainty, the decisions taken must be inherently fuzzy.
It is surely not appropriate to give the final choice some
artificial precision; decisions should be linguistic rather
than numerical.

In developing a technique that generates linguistic deci-
sions we have drawn heavily on the notions of linguistic
approximation, pattern recognition, and fuzzy numbers.
This has meant that our procedures are complex, though
not complicated, and necessitate the use of a digital com-
puter. However, the result is an easily used tool for
structuring and solving fuzzy decision problems. The de-
cisionmaker can interact with the decision process at
every level and, as a consequence, we feel that our method
is of direct practical benefit.
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Aggregation and Information Structuring in

Large-Scale Dynamic Systems

AMI ARBEL, MEMBER, IEEE, AND EDISON TSE, MEMBER, IEEE

Abstract-The problem of information structuring in large-scale dy-
namic systems is considered. The structuring effort is defined as the
aggregation of the state vector in a prespecified manner. It is shown that,
when the goal of the decisionmaking process (i.e., what are we trying to
achieve) is considered in this aggregation step, simplified decision rules are
obtained. This structured information is directly related to the goal of the
decisionmaking process, and therefore, different goals will require differ-
ent information structures even though the basic available data are the
same; i.e., the same data have to be aggregated in a different way for every
decision problem.

I. INTRODUCTION

THE QUALITY of control inputs and decision-strate-
gies for dynamic systems is affected by the availabil-

ity of information. The necessary information must be
gathered, compressed, transmitted, and finally processed
at the receiving station from which the control is issued.
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Cost and complexity is inherently associated with in-
formation delivery. The process is usually unstructured so
that irrelevant information is mixed with relevant in-
formation. In large composite systems (i.e., systems com-
prised of interconnected subsystems), this information can
be quite detailed and excessive. The use of such unstruc-
tured information slows down and complicates the de-
cisionmaking process. This paper is concerned with devel-
oping information structures for the control of dynamic
systems.

Structured information is the relevant, task-oriented,
information to be specified by the decisionmaker. Rele-
vant information depends on the task being performed.
The structuring of information involves specifying rules

by which data are to be aggregated. Therefore, one can
view the structuring effort as a preprocessing phase. It is
important to point out, however, that different tasks will
need different information structures, even if the basic
available data are the same.
The motivation for developing and using structured

information is to promote efficiency in the decisionmak-
ing process. This is especially important for communica-
tion and control within a large system.
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