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ABSTRACT 

A load frame for in situ mechanical testing is developed for the microtomography end stations at the imaging beamline 
P05 and the high-energy material science beamline P07 of PETRA III at DESY, both operated by the Helmholtz-
Zentrum Geesthacht. The load frame is fully integrated into the beamline control system and can be controlled via a 
feedback loop. All relevant parameters (load, displacement, temperature, etc.) are continuously logged. It can be 
operated in compression or tensile mode applying forces of up to 1 kN and is compatible with all contrast modalities 
available at IBL and HEMS i.e. conventional attenuation contrast, propagation based phase contrast and differential 
phase contrast using a grating interferometer. The modularity and flexibility of the load frame allows conducting a wide 
range of experiments. E.g. compression tests to understand the failure mechanisms in biodegradable implants in rat bone 
or to investigate the mechanics and kinematics of the tessellated cartilage skeleton of sharks and rays, or tensile tests to 
illuminate the structure-property relationship in poplar tension wood or to visualize the 3D deformation of the tendon-
bone insertion. We present recent results from the experiments described including machine-learning driven volume 
segmentation and digital volume correlation of tomography sequences under increasing load conditions. 
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1. INTRODUCTION 
 

In order to investigate the relationship between microstructure and mechanics, in situ tomography under load conditions 
has become a valuable tool. Here, we report on the development of load frames for mechanical testing combined with in 
situ synchrotron radiation based X-ray imaging at the microtomography end stations at the imaging beamline (IBL)1–3 
P05 and the high-energy material science (HEMS)4 beamline P07 of PETRA III at DESY, both operated by the 
Helmholtz-Zentrum Geesthacht (HZG). In addition to a visual inspection, the acquired 4D data sets can further be 
analyzed by means of digital volume correlation in order to compute strain (or displacement) fields. The computed strain 
fields can then further serve as input for simulations, to validate a simulation against it, or to identify, track and visualize 
failure mechanisms in the sample. Exemplarily on the research on biodegradable implants, we discuss important aspects 
of in situ tomography experiments i.e. sample mounting, restrictions by the deposited X-ray dose, and the post-
processing and analysis of the acquired data sets. Further applications using propagation based phase contrast are shown 
investigating the structure-property relationship in poplar wood and the mechanics and kinematics of the tessellated 
skeleton of sharks and rays. Also included are tensile tests of murine tendon insertions in which we compared grating 
interferometric and propagation based phase contrast with a load frame developed and provided by Technische 
Universität Ilmenau. 

 

 
Figure 1: Load frame for in situ tomography under load conditions. Left: Schematic drawing of the load frame. Right: 
Photograph of the load frame installed on top of the rotation stage at the microtomography end station at the imaging 
beamline (IBL) at P05 at PETRA III at DESY. The load cell is integrated into the base plate which is attached to the rotation 
stage. Force closure is accomplished via an X-ray transparent spacer on top of which the actuator is mounted. 

 

2. LOAD FRAME  
 

The load frame, which was employed in the experiment presented in sections 3.1, 3.2, and 3.3, was funded by the 
Röntgen-Ångström (see Acknowledgements) in order to investigate the failure mechanisms in biodegradable implants 



 
 

 
 

 
 

and is freely available for general users at the HZG imaging beamlines. The frame was designed to offer a high 
flexibility and a high modularity allowing to be used for a wide range of applications and samples. The load frame setup 
is compatible with all imaging modalities available at the microtomography end stations at IBL and HEMS, i.e. 
conventional absorption contrast, grating5 and propagation based phase contrast6,7. In Figure 1, a technical drawing of the 
load frame is depicted. The base plate of the frame is mounted on top of the rotation axis and includes the load cell. An 
X-ray transparent, cylindrical spacer connects the base plate and the actuator and thus provides force closure. Forces are 
applied to the sample from atop via the actuator and are relayed by a pin to the load cell. The frame can be operated in 
compression and tension mode. The current actuator (customized Linear-Aktuator M-35, PI miCos GmbH, Eschbach, 
Deutschland) offers a resolution of 100 nm per full step with 200 steps per revolution and can exert forces up to 1 kN 
with a maximum travel range of about 100 mm. The signal from the load cell is transmitted to the signal amplifier 
(Hottinger Baldwin Messtechnik GmbH) via the slip ring of the rotation axis. The signal can be directly read from the 
beamline control system and is continuously logged at user-defined intervals using a status server. In addition to the 
signal from the load cell, the status server allows to log other parameters and devices such as actuator displacement, 
temperature, etc. Various load cells (Burster Präzisionsmesstechnik GmbH & Co KG) with different maximum nominal 
forces and accuracies are available. The X-ray transparent spacer is typically made from polyether ether ketone (PEEK). 
PEEK has excellent mechanical properties, is stable during X-ray irradiation, and is easily machined. The wall thickness 
and the diameter of the spacer can be adopted for the envisaged forces and other experimental constraints using custom 
made spacers. For experiments where only low forces are applied, spacers made of acrylic glass can be used. However, 
acrylic glass becomes brittle when irradiated with X-rays, e.g. see Figure 7a, and must be replaced after 1-3 days of 
experiment. For sample mounting and/or alignment, 3D printers are available at HZG and DESY in order to produce 
custom-made sample holders, e.g. see 3.1.1. To apply forces the actuator is moved by displacement or using a feedback 
control loop to reach a given target force, e.g. see force plots in Figure 2c, Figure 7b or Figure 8b where the feedback 
control loop was used. 

 

 
Figure 2: In situ tomography of a biodegradable screw under compressive load illustrating the issue of a bicortical 
implantation. (a) Vertical slice through a tomogram of an explant after a compressive load of 15 N was applied. A screw 
made of Mg10Gd (4 mm high, 2 mm diameter) was implanted in a rat femur for 4 weeks. A sample of about 6 mm height 
and about 5 mm width was explanted after the rat was sacrificed. A 3D printed sample mount was used to align and stabilize 
the explant. For further stabilization a resin-based filling was used. In this experiment, a rather X-ray opaque instead of X-
ray transparent resin was used accidentally. Cortical (CB) and trabecular bone (TB) can clearly be identified as well as soft 
tissue (ST) components. The black rectangle indicates the region of interest which is depicted in the image sequence in (b). 
(b) Selection of images from the acquired load sequence. The force was increased from 0 N to 22.5 N in steps of 2.5 N as 
depicted in (c). During force increase fractures occur and propagate within the sample. Due to the bicortical implantation 
fractures occur at angle of 45 degree which is the angle expected in a fracture occurring due to the compression of a solid 
block of material. (c) Force recorded during the waiting time after the target force was reached and before data acquisition 
started. A waiting time of 20 min was used before each tomogram to account for relaxation processes. Due to technical 
problems the force during tomographic data acquisition was not logged. 

 



 
 

 
 

 
 

3. EXPERIMENTS 
 
3.1 Compressive testing with attenuation contrast: failure mechanisms in biodegradable implants 

In recent years, biodegradable materials have become more and more attractive for orthopedic and traumatological 
applications in order to replace permanent implants made of Titanium (Ti) or its alloys8,9. Using materials which degrade 
under physiological conditions avoids to remove the implant in a follow-up surgery which is necessary in the case of 
children who are still growing, or when detrimental effects occur due to wear debris or allergic reactions, or if demanded 
by the patient. Magnesium (Mg) and its alloys have gained much interest in medical applications because of its 
biocompatibility, biodegradability, and mechanical properties10–12. While there are already Mg-based implants available 
on the market, fundamental knowledge about the complex interactions between implant and bone is missing. Therefore, 
a most comprehensive characterization of the bone-implant interface is a currently ongoing task at HZG. To characterize 
the biomechanical properties and to elucidate the failure mechanisms of biodegradable Mg-based implants, in situ 
tomography under compressive load conditions was conducted on explants, e.g. see Figure 2 and Figure 3d. Screws, 
made of an alloy of Mg and Gadolinium (Gd), were implanted in the femurs of rat for 4 to 12 weeks.  

 

 
Figure 3: Customized 3D printed sample mount. (a) Horizontal slice through a tomogram which was quickly taken of a 
frozen sample using a laboratory CT scanner at low spatial resolution and with low image quality. (b) The volume 
reconstructed from the CT scan in (a) is digitally aligned such that the principal axis of the screw is paraxial to the vertical 
axis and centered horizontally with the origin. (c) The digitally aligned volume is now used to 3D print a sample holder, the 
cavity of which is the negative of the explant. Not depicted are additional tubes in the printed holder which are used to insert 
the filling which further stabilizes the explant in the holder. (d) Vertical slice through a tomogram of an Mg10Gd screw 
which was implanted in a rat femur for 4 weeks. A two-part sample holder design was used which encloses the sample and 
which allows to remove the cortical bone (CB) in the region above the bottom of the screw. Applying force onto the bottom 
of the screw, the implant is pushed out. Thereby, the bone-implant interface is tested instead of the cortical bone as is the 
case in Figure 2. (The composite filling cannot be distinguished from the printed sample holder in the depicted slice. The 
artefacts and the minor image quality at the top part of the images are due the full attenuation of X-rays by the actuator pin.) 



 
 

 
 

 
 

3.1.1 Sample mount 

For the compression experiments on biodegradable implants, individually designed customized sample holders were 
made using a 3D printer. Using a laboratory CT scanner (phoenix nanotom s, General Electric) a fast (~5 min) tomogram 
of the frozen sample is acquired. The reconstructed volume is then digitally aligned such that the principal axis of the 
screw is paraxial to the vertical axis and centered horizontally with the origin. The digitally aligned volume is then used 
to 3D print a customized sample holder, see Figure 3. This procedure is necessary for several reasons: 1) To stabilize the 
sample during compression and data acquisition. 2) To align the principal axis of the implanted screw paraxially to the 
force applied by the actuator. To further increase stability, a resin-based composite filling is used which can be inserted 
through channels in the sample holder between the outer surface of the cortical bone and inner surface of the sample 
holder. The composite (easyform LC, DETAX GmbH & Co. KG, Ettlingen, Germany) is a light-curing, X-ray 
transparent resin gel which is dimensionally stable and cured with blue light within a few seconds. 3) To center the 
sample within the field of view i.e. to align the principal axis of the screw with the rotation axis. 4) To assure a proper 
mechanical testing of the bone-implant interface, a special sample treatment is necessary. This is due to the fact that, 
even though the surgeon tried to implant the screws monocortically in the rat bone, the bottom end of the screw is in 
contact with the cortical bone opposite to the implantation site in almost all samples. Pushing onto such an implanted 
screw is rather a test of the stability of the cortical bone with which the implant is in contact, instead of the bone-implant 
interface, see Figure 2a. As expected from material science considerations, ruptures within the cortical bone occur at 45 
degree angle, see Figure 2b. To mechanically test the bone-implant interface rather than the cortical bone, a further 
refinement of the sample holder as depicted in Figure 2a is required. A two-part sample holder is printed that completely 
encloses the explant, see Figure 3d. The cavity in the top of the 3D printed holder is now used as guidance rail to remove 
the cortical bone with a dental drill (before in situ tomography). Forces can now be applied to the bottom of the screw 
through the cortical bone opposite to the implantation site, and the implant can now be pushed out of the bone (into the 
bottom cavity of the sample holder). 

 

 
Figure 4: Effect of irradiation dose on the mechanical properties of hydrated rat bone (a,b) and simulation of the dose 
deposited in bone (d-h). (a) Stress-strain curves of rectangular samples of rat femurs which were exposed to increasing 
levels of irradiation: 0 kGy, 5 kGy, 20 kGy, 35 kGy, 75 kGy. Graphs are shifted on the x-axis for clarity. (b) Effects of 
irradiation on ultimate bending strength, bending stiffness and work-to-fracture. The plotted results are normalized to the 
highest value for each group; Error bars represent the standard deviation. The progressive degradation of mechanical 
properties with increasing doses of irradiation is in agreement with the observation by Bart et al. on human cortical 
bone13,14. (c,d) Horizontal cross-sections of phantoms used for the dose simulations in (e-h): (c) homogeneous cylinder with 
a diameter of 7 mm, (d) phantom generated from the segmented bone structure of the measurement of a critically-point dried 
explant of a Mg10Gd screw implanted in a rat femur for 4 weeks. (e) Dose-energy relation calculated for the cylindrical (c) 
and realistic (d) phantom. (g) Efficiency of a scintillator made of cadmium tungstate (CdWO4) for two different scintillator 
thicknesses. Values are normalized to the highest value of both curves within the considered energy range. (e,f) Effective, 
i.e. scintillator efficiency scaled, dose plots for the both phantoms. The graphs depict the dose, plotted in (b), multiplied by a 
scaling factor derived from the scintillator efficiency depicted in (g).  



 
 

 
 

 
 

3.1.2 Dose 

When conducting mechanical tests in combination with in situ tomography special attention has to be taken regarding the 
effects of the X-ray dose that is deposited in the sample during the experiment. Barth et al. have examined the effects of 
irradiation dose on the mechanical aspects of deformation and fracture in human cortical bone13,14. At about 35 kGy of 
irradiation dose, macroscopic properties of bone such as bone strength, ductility and fracture resistance start to 
progressively degrade with increasing levels of irradiation. At about 70 kGy of irradiation, bone plasticity is essentially 
suppressed. A typical high quality tomogram acquired at synchrotron radiation facility at about 1 µm effective pixel size 
can easily reach 1 MGy of irradiation dose. Thus, data acquisition has to be optimized to reduce the dose acquired during 
the load sequence. 

Mechanical tests on rectangular samples of femoral rat bone, which have been exposed to different dose levels, have 
been conducted in order to relate the critical radiation threshold in humans to rats. The samples have been irradiated 
immersed in HBSS (Hank’s balanced salt solution) to avoid dehydration. For the mechanical tests, the dose was 
estimated analytically as in Barth et al.13. Figure 4a depicts stress-strain curves of rectangular samples of rat femurs 
which were exposed to increasing levels of irradiation (0 kGy, 5 kGy, 20 kGy, 35 kGy, 75 kGy). Three-point bend tests 
were performed on three samples per irradiation level using a support span of 12 mm, an applied force diameter of 2 mm 
and a displacement rate of 10 µm/s. The depicted curves show a similar behavior as in Barth et al.13,14. Graphs are shifted 
horizontally for clarity. From the resulting stress-strain curves, following parameters were determined: the ultimate 
bending strength and strain at the point of maximum load, the bending stiffness which is proportional to the slope of the 
linear part of the stress-strain curves, and the work-to-fracture which is the integral of the stress-strain curve from zero 
strain until the point of fracture. The parameters depicted in Figure 4a are normalized by the maximum value within each 
group. While the ultimate bending strain did not reveal significant variations between the different irradiation levels, all 
the mechanical properties depicted in Figure 4b exhibit a progressive degradation with the increasing levels of irradiation 
dose which is in agreement with the observation by Bart et al. on human cortical bone13,14. The results of this preliminary 
analysis thus corroborate to assume the critical dose level to be similar in rats and humans.  

To choose an optimal energy, a simulation of the dose that is deposited in the sample at different scan parameters was 
conducted. The energies considered range from 30 keV to 120 keV (in 1 keV steps). Two phantoms with a mass 
attenuation coefficient of cortical bone with different geometries were considered. First, a homogeneously filled cylinder 
and second, a more realistic phantom generated from a tomogram of an explant where the bone structure was extracted 
by segmentation, see Figure 4c and d, respectively. Volumes were downsampled four-fold to speed up the simulation. 
1200 projections with 50 ms exposure times were used. For simplicity, the mass attenuation coefficient of cortical bone 
was also assumed for the trabecular structures in the realistic phantom. Tabulated values of the mass attenuation 
coefficients were taken from the database of the national institute of standards and technology (NIST)15. Using the 
forward projector of the ASTRA toolbox, the absorbed energy was calculated for each projection assuming Beer-
Lamberts law. The mass of the phantoms was calculated from the segmented volumes assuming a density of cortical 
bone of 1920 kg / m3. The dose is then given by the absorbed energy per tomogram divided by the mass. 

For the dose simulations depicted in Figure 4e-h, the flux was fixed at the value which was measured with a diode at an 
energy of 45 keV at IBL. The photon flux at IBL was reduced by an absorber (aluminum alloy) to be compatible with the 
scan parameters such that an estimated dose of about 3.5 kGy per tomogram was achieved. Absorption by the PEEK 
spacer of the load frame was accounted for (density: 1320 kg/m3). As expected by the exponential attenuation of the 
Beer-Lambert law, the dose in the homogeneous sample is smaller than in the realistic sample of similar size, but with a 
much finer bone structure. Both plots exhibit local and global minima at about 60 keV and 80 keV, respectively, and 
increase towards lower energies due to the increased attenuation (or imaginary part of the refractive index) and towards 
higher energies due to the higher energy of photons interacting with the sample. Water and soft tissue surrounding the 
bone structure as well as the sample holder were not yet included in the simulation. Thus, the actual dose will be lower 
than the calculated dose and the calculated values can be considered as upper limit. The simulation in Figure 4e, 
however, does not account for increased scan times resulting from the lower scintillator efficiency at higher energies as 
plotted in Figure 4g for a scintillator thickness of 100 µm and 300 µm. To account for the scintillator efficiency, an 
effective dose was calculated where the calculated dose as plotted in Figure 4e was multiplied by a scaling factor which 
is an affine function of the scintillator transmission. The scaling factor is 1 at 45 keV and for the 300 µm thick 
scintillator. These are the parameters used for the load sequences acquired at IBL and where the photon flux was 
measured. A considerably different behavior is observed for the effective dose as depicted in Figure 4f and h compared 
to the simulation not accounting for the scintillator efficiency as in Figure 4e. There is a distinct minimum at about 80 



 
 

 
 

 
 

keV. A local minimum is observed at about 50 keV which is the highest possible energy at IBL. For the load 
experiments on biodegradable implants at IBL, a slightly lower energy of 45 keV was chosen. Not accounted for in this 
simulation is the reduction of the signal to noise ratio due the decrease of the real part decrement and the imaginary part 
of the refractive index with increasing energy (apart from absorption edges). 

 

 
Figure 5: Comparison of the segmentation by the trained U-Net with the semi-manually obtained segmentation. (blue: 
residual screw, red: corrosion, green: bone). Although trained on weakly annotated data (incomplete, inconsistent, partially 
false labels), the U-Net Prediction outperforms the semi-manual segmentation. A quantitative evaluation of the results is 
work in progress. Data sets were resampled to an effective pixel size of 5 µm. 

 

3.1.3 Segmentation 

For the quantitative and qualitative evaluation of the imaged 3D volumes, an automatic segmentation procedure, yielding 
precise voxel-wise labels is essential. Numerous publications16–19 indicate that the utilization of artificial intelligence, 
namely convolutional neural networks (CNN), is well suited for semantic segmentation of biomedical (3D) images. We 
have trained a U-Net20 with five convolutional layers with 64 to 1024 kernels and five deconvolutional layers. A rectified 
linear units (ReLu) has been used as activation function for all layers, except the last one where softmax is applied. The 
training has been done with Adam optimizer21 and categorical cross-entropy as loss function. We used 2D slices from 12 
datasets of Mg5Gd and Mg10Gd screws in rat bones with corresponding semi-manually obtained annotations (iterative 
watershed segmentation with manual adjustments). The training-data has been enriched by augmentations22 and 2D 
slices from the data were obtained from the three orthogonal directions of the volume. In total 95652 2D images were 
used for the training. CNN training was implemented in Keras23 and run on single Nvidia V100 GPU nodes of the high 
performance computing cluster (Maxwell) at DESY. The trained network is used to run inferences from the three 
orthogonal view axes of the volume and the final label gets assigned based on the label getting the highest probability in 
one of these three independent segmentations. These triple segmentations mostly remove false classified artefacts which 
occasionally occur when the segmentation is only using 2D slices from one direction. The validation accuracy at the end 
of the training is 97%. However, visual inspection of the automated segmentation clearly shows that the results obtained, 
significantly outperform the previously used semi-automatic segmentation procedure in terms of accuracy, see Figure 5. 



 
 

 
 

 
 

The automatic segmentation of a 3D volume with 1200 x 1200 x 1000 pixels takes 30 min using a P100 GPU. So far we 
have applied the trained U-Net to more than 100 tomographic datasets of biodegradable screws. The amount of time for 
that task using the semi-manual procedure would have been in the order of a few years. 

 

 
Figure 6: Digital volume correlation via optical flow. (a) The displacement field calculated from two consecutive 
tomograms at different load is visualized using vectors on a coarse-grained grid projected on a vertical plane. The color bar 
indicates the displacement in units of voxels. (b) Visualization of the flow field using a color map (bottom right) indicating 
the direction of the vector field within the depicted plane at voxel resolution. (c,d) Zoomed in region before (c) and after (d) 
a fracture has occurred. (f,d) The in-plane component of the flow field related to (c) and (d) is depicted. The color bar 
indicates the amplitude of the in-plane component in units of voxels. (e,h) Rendering of the divergence of the flow field 
before two different background slices. This illustrates the spatial coincidence of the divergence of the flow field with the 
occurrence of fractures and demonstrates that the divergence can be used to identify fractures and to track the propagation of 
which throughout the 4D volumes. 

 



 
 

 
 

 
 

3.1.4 Digital volume correlation 

A load tomography sequence of a Mg10Gd screw implanted for 4 weeks in rat femur was used for digital volume 
correlation via optical flow24–27. Optical flow techniques are variational methods where the unknown displacement field 
is determined as a minimal solution of the energy functional. The energy functional is typically comprised of a data term 
which assumes constancy of specific image features and a smoothness term which regularizes the spatial variation of the 
flow field. The displacement (or flow) field will be used for several tasks: 1) To visualize how strain develops during 
compression and finally failure of the implant as illustrated in Figure 6a and b. In Figure 6a, the flow field is visualized 
using coarse-grained vectors projected on a vertical plane. In Figure 6b a color map is used to indicate the direction of 
the field vectors at each voxel instead of a vector projection. 2) To identify fractures, to visualize how cracks propagate 
throughout the 4D volume, and to track fractures back to their origin. Figure 6c and d depict a region before and after a 
fracture has occurred. The in-plane component of the corresponding flow field is depicted in Figure 6f and g. While the 
vectors, the components, or the magnitude of the flow field can be clearly visualized in a single plane, a 3D presentation 
of which throughout the full volume becomes messy. For example, trying to identify the crack depicted in Figure 6d 
within the 3D volume using a component of the field as in Figure 6g or its magnitude is difficult as the crack becomes 
indistinguishable from its surrounding when the full volume is rendered. Only when zooming into the yet unknown 
region of interest the crack becomes clearly visible. Therefore, the divergence of the flow field can be used as 
demonstrated in Figure 6e and h. Here, the divergence is rendered above two different background slices. This clearly 
shows that the rendered divergence spatially coincides with the region where a fracture has occurred. 3) Since the Young 
modulus is unknown throughout the sample, the computed strain field can be used as input in finite element simulations 
in order to determine the Young modulus. Having determined the Young modulus, the local forces throughout the 4D 
volume can be computed. Alternatively, the experimentally obtained strain field can be compared with the results of a 
full-fledged simulation of the implant-bone mechanics. 

 

3.2 Tensile testing with propagation based phase contrast: structure-property relationship in poplar wood 

In hardwood tree species, tension wood is formed in zones of tension (e.g. branches), which is characterized by a special 
wall-layer in the fibers, the so-called gelatinous layer (G-layer), generating greater tensile strength at the respective 
area28. To study the mechanical properties of homogenous samples of tension wood in comparison to normal wood, 
micro-sections of both types, taken from poplar (Populus nigra), are imaged under tensile load condition until failure 
using single-distance propagation based phase contrast tomography. A 12-bit CMOS camera with 5120 x 3840 pixels 
and a linear pixel size of 6.4 µm was used with 5x magnification resulting in a field of view of 6.5 mm x 4.9 mm and an 
effective pixel size of 1.28 µm. The scintillator converting X-rays to optical light was made of cadmium tungstate 
(CdWO4). After filtering of faulty pixels, the images were binned 2 x 2, before phase retrieval and tomographic 
reconstruction. 1200 projections and 100 reference image with an exposure time of 100 ms were taken. Images were 
acquired at an X-ray energy of 31 keV and a sample to detector distance, z, of 0.61 m. All projections were correlated 
with all reference images using the structural similarity index (SSIM)) to find a best match for the flat-field correction. 
The correlation is necessary because of temporal instabilities of the X-ray beam. Phase maps were retrieved from flat- 
and dark-field corrected projections using a linearized-in-z transport of intensity equation (TIE). For tomographic 
reconstruction, filtered backprojection (FBP) was used employing the ASTRA toolbox for the backprojection29,30. Data 
pre-processing, phase retrieval and tomographic reconstruction was done using the tomographic reconstruction pipeline 
at IBL31,32 which is implemented in MATLAB. The image in Figure 7a depicts a poplar wood sample mounted in the 
load frame after tensile testing. The sample broke during data acquisition after a force of 35 N was applied, see force plot 
in Figure 7b. 



 
 

 
 

 
 

 
Figure 7: Tensile testing of tension wood. (a) Poplar wood sample mounted in the load frame for tensile testing. The 
brownish color of the acrylic glass spacer is due to radiation. (b) Force plot during waiting and data tomographic acquisition. 
After the target force was reached at each load step, a waiting time of 6 min was taken to allow for relaxation processes to 
take place and to reduce sample movement during data acquisition. (c) Horizontal cross-cuts through tomograms acquired 
before and after the sample broke. 

 

 

3.3 Compressive testing with propagation based phase contrast: mechanics and kinematics of the tessellated 
skeleton of sharks and rays 

The cartilage skeletons of sharks and rays are covered in mineralized, polygonal tiles (tesserae), which may afford the 
skeleton flexibility under some loads and stiffness under others33,34. Tomographic data sets were acquired under 
compressive loading in hydrated conditions to provide insights into the tessellated cartilage mechanics and bio-
composite structure-function relationships. For the experiment, propagation based phase contrast was used with a 
sample-to-detector distance of 0.5 m and an X-ray energy of 35 keV. 2400 projections were acquired using a CMOS 
camera with an effective pixel size of 2.56 µm after 2x2 binning. Phase retrieval assumed the linearized transport of 
intensity equation (TIE). Data processing as in Section 3.2. A sequence of images under increasing compression where 
fractures occur is depicted in Figure 8a. The force recorded during the compression sequence is plotted in Figure 8b. 

 



 
 

 
 

 
 

 
Figure 8: Compression testing of the tessellated skeleton of a shark. (a) Montage of a load sequence with increasing force 
from top to bottom. (b) Force measured during the load sequence. 

 

3.4 Tensile testing with propagation based and grating interferometric phase contrast: mouse tendon  
Due to the increased contrast compared to conventional attenuation-contrast imaging, phase contrast imaging techniques 
have proven to be a valuable tool when investigating weakly absorbing materials like soft tissue35. But tendon-bone 
insertions comprise weakly and strongly attenuating materials. The aim of the experiment by the users from Friedrich 
Schiller University Jena was to visualize the 3D deformation of the Achilles tendon insertion to the Calcaneus in mice in 
a tensile test. A customized load frame, as depicted in Figure 9a, was provided by Technische Universität Ilmenau. 
Single grating interferometry at 23 keV and propagation based phase contrast at 35 keV were tested. Grating-based phase 
contrast provides a higher dynamic contrast range. The microtomography end stations at the beamlines P05 and P07 at 
PETRA III at DESY are equipped with a customized set of mechanics to maximize the performance of the 
interferometer36,37. The system allows for phase-contrast measurements in a continuous X-ray energy range between 10 
keV and 80 keV. Depending on the material and energy, the setup can achieve a spatial resolution of 5 µm on a field of 
view of 6.5 mm. The fiber diameters of collagen fibers range around 10 µm in the examined samples. Propagation based 
phase contrast was shown to render tissue structure in more detail, see Figure 9b. 

 



 
 

 
 

 
 

 
Figure 9: (a) Tensile load frame developed by Technische Universität Ilmenau. (b) Section through a volume data set of a 
tendon-bone insertion at a tensile load of 0.3 N acquired with propagation based phase contrast. 

 

4. SUMMARY AND OUTLOOK 
 

A load frame for mechanical testing in combination with in situ synchrotron radiation microtomography has been 
successfully developed for the microtomography end stations at the P05 and P07 beamline at PETRA III at DESY. 
Experiments under tensile and compressive load conditions in combination with attenuation and (propagation as well as 
grating interferometric) phase-contrast have been presented. Typical issues that arise in such experiments have been 
discussed including dose consideration, sample mount, and data analysis. 

Modifications of the load frame are in progress to provide a rotary feed through for electric signals and gases or liquids 
in order to avoid mechanical pull by the piping or cabling and to allow endless rotation. A smaller actuator (with a lower 
maximum force) will be purchased which can be embedded with a load cell in the cavity within the rotation axis and 
connected via the slip ring. This will allow for a more compact design and offers better opportunities for tensile tests 
where there the sample mount typically is a major issue during the design phase and the actual experiment. Further 
adaptations which allow the application of shear forces are planned. 

Regarding the mechanical characterization of the bone-implant interface, HZG is currently working on finite element 
simulations of the bone mechanics where the displacement fields of the acquired load sequences serve as input in order 
to determine the Young modulus throughout the sample. Having obtained Young modulus, the actual forces within the 
sample can be computed giving insight into the failure mechanisms in biodegradable implants. 
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