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Abstract: In this paper, we describe a LoRa (from “Long Range”)-based, linear sensor network we
have developed for transmitting location information of personnel and equipment in an underground
mine. The system is intended to be used during emergencies when existing communications
infrastructure has failed. Linear networks comprise a sequence of relays that forward data to a
common destination, the headend. Relays forward location information transmitted from tags carried
by personnel or equipment. Relays will usually be put in place as investigators or rescuers enter
the mine. LoRa is used both by the tags to communicate to the relays and by the relays to forward
messages to the headend. We have implemented and tested this system, and have carried out
simulations and analyses to determine its scalability, reliability and fairness. The need for robustness
and reliability has led us to use flooding rather than unicast communication. We also use message
sequence numbers and time-to-live fields to prevent broadcast storms. Contention is managed using
a simplified Carrier Sense Multiple Access (CSMA) scheme. We also address fairness. When the
network is under load messages may be dropped by relays making messages generated more hops
from the headend more likely to be dropped than messages nearer the headend. We explore the
relationship between unfairness, traffic load and number of relays. We also observe that a network of
larger numbers of lightly loaded relays performs more effectively than smaller numbers of heavily
loaded relays.

Keywords: internet of things; underground network; wireless linear networks; flooding; LoRa;
industrial internet; emergency network

1. Introduction

This paper describes our work in designing, implementing and analysing an emergency network
for transmitting location data within an underground mine. We consider the situation where existing
mining communications infrastructure, typically wireless communications based on IEEE 802.11 with
optic fiber backhaul, is severely damaged and temporary communications infrastructure must be
installed rapidly while the main infrastructure is repaired. This temporary infrastructure’s primary
purpose is to support the transmission of low bit-rate location data of people and equipment carrying
out repairs or rescue and act as a backhaul. Rescuers or repairers place wireless relays as they advance
into the mine. This sequence of wireless relays will form a linear network. Personnel and equipment
carry tags that generate location information which is transmitted via the relays to a headend connected
to surviving infrastructure.
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The motivation for this work has come out of our development of a LoRa basesd system as
a relay technology for detonating explosives in underground mines [1]. We observed that LoRa
propagates very impressive distances underground and that it consequently has great potential
for other applications in underground mining. In this paper we explore its capabilities for one of
those applications.

LoRa has considerable advantages over other network technologies for applications of this kind
where high bit rates are not needed because of the great distances it can propagate. WiFi is commonly
used underground but for it to cover the full length of an extraction tunnel, an extraction drive of more
than 220 m directional antennae must be used. Our observations underground showed that, perhaps
surprisingly, LoRa can propagate the full length of an extraction drive and still provide a usable signal
a further 70 m without line of sight in a perpendicular access tunnel. We intend reporting on these
results in more detail in a future paper but an overview of them can be read in [1].

Linear networks comprise one or more source nodes, one or more relay nodes and a destination
node often referred to as the headend. Linear networks are sometimes described as ‘long and thin’
because topologically they resemble a line of nodes where each node is connected to only its two
nearest nodes. In a wireless network, there may well be overlap between more than the nearest nodes.

The relays both forward messages from the tags (the source nodes) carried by personnel and
equipment as well as forward messages from other relays. Configuration by those installing the
relays has to be minimal. Ideally they will just be placed in an appropriate location with no further
configuration at the time of deployment.

These requirements lead to a number of design decisions which we discuss in detail in Section 3.
These decisions are:

• The system uses the LoRa physical layer because of its long range, low cost and ease of deployment.
LoRa (from “Long Range”) is a low bit-rate proprietary technology from Semtech which we used
to transmit messages to support repair or rescue efforts.

• Message forwarding is based on flooding rather than unicast. Any relay that receives a message
uses minimal state information to decide whether or not to forward it. There is no need for static
routing or routing protocols.

• Collision management is based on a simplified Carrier Sense Multiple Access (CSMA) mechanism
where tags and relays listen to the wireless medium and when it becomes idle, wait a random
interval before transmitting.

Linear networks can suffer from unfairness. Some nodes will be so busy that messages will
be dropped. The more relays a message has to traverse the greater the probability a message will
be dropped. Consequently, the further from the headend a message is generated, the greater the
probability that the message will be dropped. In our analysis of the network, we explore how this
probability is related to number of relays and traffic load.

We have implemented a small scale trial of this system with two relays, two tags and a headend.
We have collected performance data which we report on. We use mathematical modelling and
simulation to explore the scalability of the system with larger numbers of relays and tags. The purpose
of this paper is to investigate the feasibility of such a system. Development of a system suitable for
deployment needs to undergo rigorous testing and use very robust and reliable components suitable
for the challenging underground environment. This is a long and expensive process. Our purpose in
this paper is not to present such a complete developed system but rather to demonstrate its feasibility.

The rest of the paper is structured as follows. Section 2 discusses related work. Section 3 describes
the system design and presents results from field trials of a small scale system. Obtaining insight
into the performance and scalability of the system at this stage of its development can be done with
analytical and simulation models. Section 4 provides an analysis of the system and compares it with a
simulation model we have developed. Section 5 uses this simulation to help gain an understanding
of the performance of the system. We look at the rate of successful message delivery to the headend
as the number of relays is increased, the number of tags is increased and the distribution of tags
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throughout the network changes. We also look at fairness in the network. Section 6 is our conclusion
and discussion of future work.

2. Related Work

Ad hoc sensor networks have been the subject of a great deal of research in recent years [2].
Linear wireless sensor networks fall within this area as a very specific but important topology where
the nodes are located in a linear sequence rather than a mesh. Such networks are sometimes referred
to as ‘chain type wireless sensor networks’ or ‘wireless relay networks’ [3].

Most previous work in this area has been concerned with energy efficient transmission. For an
emergency network reliability and simplicity of deployment are more important. Relays and tags are
unlikely to be in use for very long periods of time—days or possibly weeks rather than months or
years. This difference compared previous work has consequences for the design decisions made for
the emergency network.

Wireless data networks for underground mining has also attracted a great deal of attention
over the past few years [4–7]. Primarily wireless networks are used in monitoring mining processes,
monitoring location of people and equipment, and for safety systems [8]. Voice communications
underground is still heavily reliant on traditional VHF radio. Data networking for underground
mining is typically based on IEEE 802.11 using leaky feeder antennae with an optic fiber backhaul [9].
Increasingly, cellular technologies are being considered with LTE a common choice [10].

However, for an easily deployed emergency system, simpler technologies that can both
communicate with end devices and act as its own backhaul are desirable. One of our design decisions
is to use LoRa. LoRa is a proprietary technology developed by Semtech [2]. LoRa is a physical layer
specification usually implemented in association with the network protocol LoRaWAN. LoRa has
attracted some research attention as a mesh and relay technology [11–14]. However, this has usually
been in association with energy efficiency which is of less concern. For an emergency network
simplicity of deployment and robustness are more important. It is important to emphasise that we
do not use LoRaWAN in our work. LoRaWAN is a protocol that makes use of underlying LoRa
transmission capabilities and has found use in many areas but is not a relay technology. In the work
described in this paper we used LoRa without LoRaWAN.

Despite its potential, very little work has been done on the use of LoRa underground. Abrardo and
Pozzebon used LoRa to monitor underground aqueducts [13] but no one appears to have explored its
possibilities for mining. Possibly this is because of its novelty but also because it is usually implemented
in association with LoRaWAN. Deploying it as an ad hoc or linear network technology is still very
new. It has been trialled as an actuator network technology for initiating underground detonation of
explosives [1,15].

Given this, it is not surprising that the use of LoRa underground as an emergency communications
technology appears not to have been researched.

3. System Implementation and Trials

3.1. Design

The network we describe is comprised of three types of nodes: tags which generate location
information, relays which forward location information received from tags and neighbouring relays,
and a headend to which the location information is destined. All nodes are implemented on low cost
hardware using Dragino LoRa shields on Arduino Uno microcontrollers.

Tags transmit location information of the tag holder. Location underground cannot use Satellite
Positioning systems so need to be based on other information sources such as Received Signal Strength
from a relay or some form of dead reckoning based on accelerometer data from the tag [8].

Relays both receive data from tags and other relays. Relays must also address the problem of
broadcast storms and contention for the shared wireless medium in order to minimize collisions.
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The headend is the destination of all traffic generated by the tags. It is a relay that connects to the
remaining functioning part of the pre-existing network.

The relay incorporates three key design decisions to address its requirements.
The first is that it is based on LoRa because of LoRa’s long range capabilities making it suitable for

both collecting sensor data from tags and also as a backhaul technology (although at a low bit-rate) for
communication between relays. With line of sight LoRa can transmit several kilometers. LoRa is usually
implemented as a star network in association with the LoRaWAN network protocol. The network
described in this paper does not use LoRaWAN but uses an alternative approach using LoRa nodes
as relays, where a relay forwards messages to neighbouring relays. The head end acts as a gateway
between the LoRa relay network and the remaining underground wired network, usually Ethernet.

The second design decision is that communications is flood rather than unicast based. Unicast
involves identifying a route through the network to the destination and each node having sufficient
information to forward the message to the next node which upon receipt of the message, makes a
similar decision as to which node it forwards it on to. Unicast in a shared medium wireless network
requires that messages have a destination address and all nodes receiving the message, other than
the one to which it is addressed, ignore it. Unicast communication requires some form of routing
information to be known by the node, either in the form of static routes or via the exchange of routing
information from a routing protocol. In contrast flooding based communication merely requires the
node to make a decision based on minimal state information as to whether or not it should broadcast a
message it has just received. Messages need not have an address. The long and thin topology of relay
networks and the fact that there is only one destination (the headend) for all messages, means that it is
not necessary to use a routing protocol in message forwarding. Using flooding based on broadcast
has the advantages of robustness and that there is no delay caused by routing protocol convergence.
However, flooding networks must deal with Broadcast Storms.

A Broadcast Storm occurs when a node, n1 transmits a message which is then transmitted by
a neighbouring node n2. The first node n1 sees the message, fails to recognise that it has already
transmitted it and transmits it again. The second node n2 also retransmits it leading to endless flooding
of the message throughout the network. To avoid this happening the flooding must be controlled.
The emergency network incorporats two control mechanism.

The first is the use of sequence numbers. Each message contains an identifier of the tag that
initiated it and a sequence number. Each message generated by the tag has a sequence number.
Each relay records the highest sequence number it has received from each tag. When a message arrives,
if the message number is less than the highest sequence number seen for that tag, the relay assumes
it has already seen and forwarded the message and ignores it. Although this prevents the endless
transmission of the same message it introduces another problem when a tag restarts and the sequence
number information is lost. A tag that restarts and sends messages with a lower sequence number
than recorded by the relays will have its messages ignored. Consequently, our approach is for each
tag, when it restarts, to first send a Reset message to all other nodes. Reset messages cause relays
to reset to zero the sequence number recorded for the tag it originated from. It is important to note
that Reset messages need to be forwarded regardless of their own sequence number. Unfortunately,
without a further mechanism, Reset messages will cause a broadcast storm. We address this problem
by including a time-to-live (TTL) field within each message. A message is given a ttl value when it is
created. Whenever a relay receives the message its TTL is decremented. Once the TTL reaches zero the
message is discarded.

There may be some concern that using LoRa in this way may result in interference with other
underground systems. This is very unlikely. Underground mining data communications is dominated
by IEEE 802.11 WiFi transmitting at 2.4 GHz. Underground voice is a VHF radio-based operating
at 148 to 178 MHz. We used LoRa transmitters and receivers operating in the 915 MHz bands.
Other frequencies LoRa operates at are 433 MHz and 815 MHz. None of these are likely to interfere
with other underground communications.
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The third design decision is that contention is managed through a simplified CSMA scheme where
nodes monitor the wireless medium until it becomes silent and then wait a random interval before
transmitting. Some form of carrier sensing is necessary because there will inevitably be occasions when
multiple tags or relays in the same coverage area have a message whose transmission times overlap.
Yet a sophisticated scheme such a CSMA/CA (Carrier Sense Multiple Access/Collision Avoidance) is
unnecessary. Consequently, this network uses a simpler scheme. The node listens for the medium to
go silent and waits a random interval of time before transmitting. Despite its simplicity there is the
issue of how long tags and relays should wait. A large waiting time reduces the risk of collisions but
messages that arrive during that time are ignored. A short waiting time means messages are less likely
to be dropped but makes collisions more likely. Determining an optimal waiting time is a challenging
issue which we have noted is an area for future research.

We somewhat arbitrarily chose an exponentially distributed waiting time with mean of 100 ms.
With a bit rate of 21,875 bps and thirty byte messages his means that each message takes a mean of
111 ms to forward which gives us a service rate of nine messages per second.

The following pseudo-code describes the relay implementation.

while true do
begin
while channel is idle
monitor channel for message;
upon receipt of a message
if message.type eq Reset
tag[message.tag].sequence := 0;
if message.sequence < tag[message.tag].sequence
discard message;
else
if message.ttl eq 0
discard message
else
begin
message.ttl := message.ttl - 1;
wait(exponentially distributed random amount of time, mean 100 ms)
end
transmit(message);
end

3.2. Field Trials

We have tested the system with two relays, and two tags. We varied the rate at which each tag
generates messages from one every ten seconds to one every two seconds. A thousand messages were
generated by each tag in each experiment. The time a relay waits before transmitting is exponentially
distributed with mean delay of 100 ms. A Spreading Factor of 7 and bandwidth of 500 kHz were used
in the LoRa physical layer giving a bit-rate of 21,875 bps. The results are shown in Figure 1. For this
level of traffic the delivery success rate is very high.
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Figure 1. Field Trials Probability of Successful Delivery.

4. Analysis

Although implementation and field trials gives us some confidence that the system will be
effective, determining how scalable it is, is difficult with only a few nodes. Consequently, to explore
the sizing of the system we turn to mathematical and simulation models.

We can model this system using conventional Markov methods. Each relay receives messages
from tags. We make the simplifying assumption that arrivals are uncorrelated and the time between
them is exponentially distributed. Each relay, upon receipt of a message from a tag, in order to avoid
collisions, waits a random amount of time before broadcasting the message to its neighbouring relays
to forward. During this time the relay is unable to receive other messages. The time includes both the
transmission time and an additional randomly distributed interval to reduce the risk of collisions with
other messages. With these assumptions we can model the system as a Markov chain as shown in
Figure 2.

Figure 2. Markov chain model of system.

The number of relays in the system is denoted by n. Each relay k receives messages from tags
in its locality. We assume each tag generates messages with a mean rate of λt. The number of tags
at each relay is Nk. The aggregate traffic into relay k is λk = Ntλt. In this analysis we assume that
the number of tags is the same for each relay and consequently, the rate at which messages enter
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each relay is also the same, which we denote by λ. We make the simplifying assumption that 1/λ is
exponentially distributed.

We denote the rate of traffic between relays k and k + 1 by γk. We can determine the following
recursive relationship defining the traffic leaving each relay :

γk+1 = Pa(γk + λ) (1)

where Pa is the probability a relay forwards a message and γ0 = 0.
Any traffic that is transmitted by either a neighbouring relay or a tag will be lost if the relay is

currently transmitting or waiting to transmit. We can model this behaviour as an M/M/1/1 queue.
In this queue the probability of blocking is:

Pb =
ρ

1 + ρ
(2)

where ρ is the queue utilisation. Consequently, the probability of admission is:

Pa = 1 − Pb =
1

1 + ρ
(3)

We now need to determine ρ. For an M/M/1/1 queue ρ is:

ρ =
arrival rate
service rate

(4)

The service rate is the inverse of the time spent randomly waiting after the medium goes silent
plus the time taken to transmit the message which we denote by T giving a service rate µ = 1/T.
However, the arrival rate into each relay is much more difficult to determine. A consequence of using
flooding is that traffic propagates both up and down the network meaning that relay k will have traffic
entering it of γk−1 and γn−k making the calculation of ρ difficult. However, we can approximate ρ.
Although it will overstate it, we can approximate the traffic entering each relay by nλ. Consequently,
we can approximate ρ by nλ

µ . Therefore an approximate value of Pa is given by:

Pa =
1

1 + nλ/µ
=

µ

µ + nλ
(5)

We expect this to overstate the value of ρ and hence overstate the blocking probability Pb and
consequently understate the throughput of the network. Nevertheless for lightly loaded networks
where nλ << µ the approximation should be reasonable. In the next section we demonstrate that this
is true.

Using these simplifications we can determine an approximate value for the network throughput
which is the traffic leaving the headend γn at relay n :

γn = Pa(λ + γn−1)

= Pa(λ + λPa + λPa
2 + ... + λPa

n−1)

= λPa
1 − Pn

a
1 − Pa

=
µ

n
− µn+1

n(µ + nλ)n .

(6)

Finally we can determine the probability of successful delivery by dividing throughput by total
offered traffic.
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Pr(success) = (
µ

n
− µn+1

n(µ + nλ)n )/(nλ). (7)

Figure 3 shows the predictions from the above model and from a simulation of the system.
As expected there is good agreement between the analytical model and the simulation when the load
on the network is light but, also as expected, the agreement is less pleasing as the load increases.
Nevertheless, the agreement is sufficient to explore the scalability of the system.

Figure 3. Comparison of analytical and simulation models. Each tag generates one 30 Byte message
every 60 s. Each relay forwards messages at service rate µ = 10 per second.

5. Scalability

To explore the scalability of the system as the number of relays and tags increase we simulate the
system. In the analysis in the previous section we assumed an aggregate rate of traffic into each relay
from the tags of λ. With simulation we can explore more complex scenarios where the arrival rate into
individual relays is not the same across the network. We use simulation to explore the performance of
the network as the number of tags increases and for different distributions of tags. We also consider
three distributions of tags throughout the network. First is where the number of tags at each relay is the
same for all relays. This should approximately match our analysis in the previous section. Second is
where the number of tags further from the headend is greater than those nearer, and third, the converse
where the number of tags nearer the headend is greater than those further away.

Our simulator is written using Matlab as a message passing system. In the simulation each relay
and tag behaves as described in pseudo-code in Section 3.1.

Each relay keeps track of the highest message number it has received from each tag. Any message
it receives is broadcast provided the message number is greater than the highest recorded and provided
the message TTL is greater than zero. Each relay only sees messages from its nearest neighbors.
Upon receipt of a message the relay waits for the medium to go silent and then broadcasts its message
after a random interval as described previously. The channel is assumed to be lossless. Given the
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very good transmission characteristics we have observed of LoRa underground this is a reasonable
assumption but exploring more lossy channel models is an area of potential future research.

For the remainder of the paper we simulate messages being transmitted over LoRa relays
configured to use Spreading Factor 7, bandwidth of 500 kHz and coding rate 1 giving a bit-rate
of approximately 22 kbps. Messages generated by the tags are 30 bytes long and are generated once
every 60 s.

5.1. Rate of Successful Delivery

We begin by examining the success rate of the network in delivering messages successfully to the
headend. We plot this rate against number of relays for the cases where each relay receives messages
from 1, 2, 3 and 4 tags each.

We can see the performance of the system in Figure 4. The system performs well when each relay
is lightly loaded even when there is a large number of relays. With 20 relays and one tag per relay the
probability of successful delivery is approximately 0.85. However, when the number of tags per relay
increases there is a substantial reduction in successful delivery rate. With two tags per relay it is 0.76,
for three it is 0.64 and for four it is less than 0.60. This indicates that a deployment consisting of large
numbers of lightly loaded relays may perform better than smaller numbers of heavily loaded relays.

Figure 4. Probability of successful delivery, one 30 Byte message every 60 s, service rate µ = 10
per second.

5.2. Skewed Tag Distribution

In this sub section we examine the effect of an uneven distribution of tags across the network.
Table 1 has two columns the first of which is the distribution of tags and the second is the probability
of successful messsage delivery. The distribution shows the number of tags located each hop from the
headend. All distributions include 16 tags. The first row shows a highly skewed distribution with all
16 tags located one hop from the headend. The second row shows eight tags located one hop from the
headend and the remaining eight located two hops from the headend and so on.
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The skewedness of the distribution appears to have only a small effect but we note the further
from the headend the lower the delivery success probability. This is an important point because in an
emergency, more resources are likely to be located furthest from the headend. Nevertheless, the effect
is small. Where all 16 tags are located furthest from the headend the probability of successful delivery
is 0.924 compared with 0.974 where all the tags are just one hop from the headend.

Table 1. Probability of successful delivery with skewed tag distributions.

Tag Distribution Success Probability
16 0 0 0 0 0 0 0 0.974
8 8 0 0 0 0 0 0 0.966
4 4 4 4 0 0 0 0 0.948
2 2 2 2 2 2 2 2 0.924
0 0 0 0 4 4 4 4 0.923
0 0 0 0 0 0 8 8 0.920
0 0 0 0 0 0 0 16 0.924

5.3. Fairness

The overall success rate of delivery gives us an incomplete view of the performance of the system.
Traffic generated by tags many hops from the headend have a greater probability of being dropped
than those nearer. We see from Figure 5 that the effect is most pronounced in networks with larger
numbers of tags per relay. Where there is one tag per relay traffic generated ten hops distance has
delivery success probability of 0.9 but for four tags per relay it is 0.65. Interestingly the probability of
delivery success for messages generated closest to the headend is much less affected by the number of
tags per relay than for messages generated at more distant relays. For tags one hop from the headend
the delivery success probability is 0.98 for one tag per relay and 0.95 for four tags per relay. In contrast,
for relays 10 hops distant the respective values are 0.90 and 0.65 respectively.

Figure 5. Throughput, n = 10, µ = 100.

6. Conclusions

In this paper we have introduced a linear network based system we have developed for the
transmission of location data in underground mines. The purpose of the system is to transmit low
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bit-rate data, primarily location data generated by tags carried by personnel and equipment, to a
headend. The system is used during emergencies or when the main network has failed.

We have used the LoRa physical layer as the transmission technology and developed a protocol
for message transmission. The protocol incorporates three key design decisions: flooding for message
forwarding, sequence numbers and time-to-live fields for managing broadcast storms, and a simplified
CSMA scheme for managing contention.

We have implemented and trialed a small version of the system which has given promising
results. However, to explore the scalability of the system without having to deploy a large amount of
hardware we have developed analytical and simulation models of the system. These have given us an
indication of the nunber of tags and relays that can be expected to be able to be supported. We have
found that large numbers of lightly loaded relays performs better than smaller numbers of heavily
loaded relays. This may have some consequences for how the system is installed with larger numbers
of low powered relays and tags preferred to smaller numbers of higher powered relays and tags.

Future work includes incorporation of location devices into the system, optimization of CSMA
mechanism and larger trials involving the testing underground of larger numbers of nodes and tags.

Location data underground can be based on received signal strength and accelerometer data.
Incorporating this into the system is an important step. However, there are issues to be explored
relating to determining the location of the relays. As relays are put in place accelerometer data carried
by the installers can give an indication as to the location of the relay. How accurate might that data be?
There is the optimization of the delay in the CSMA scheme to be addressed. What is the optimal delay
that maximizes throughput? We also plan to conduct larger underground trials.

Safety underground is a matter of profound concern to the mining industry. LoRa used in an
emergency location system can help add to that safety.
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