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SUMMARY This paper describes a SIFT (Scale Invariant Feature

Transform) descriptor generation engine which features a VLSI oriented

SIFT algorithm, three-stage pipelined architecture and novel systolic ar-

ray architectures for Gaussian filtering and key-point extraction. The ROI-

based scheme has been employed for the VLSI oriented algorithm. The

novel systolic array architecture drastically reduces the number of oper-

ation cycle and memory access. The cycle counts of Gaussian filtering

module is reduced by 82%, compared with the SIMD architecture. The

number of memory accesses of the Gaussian filtering module and the key-

point extraction module are reduced by 99.8% and 66% respectively, com-

pared with the results obtained assuming the SIMD architecture. The pro-

posed schemes provide processing capability for HDTV resolution video

(1920 × 1080 pixels) at 30 frames per second (fps). The test chip has been

fabricated in 65 nm CMOS technology and occupies 4.2 × 4.2 mm2 con-

taining 1.1M gates and 1.38 Mbit on-chip memory. The measured data

demonstrates 38.2 mW power consumption at 78 MHz and 1.2 V.
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1. Introduction

In recent years, image recognition systems have been de-

veloped through evolution of circuit technologies and algo-

rithms for image processing. A major algorithm used in

image recognition systems, Scale Invariant Feature Trans-

form (SIFT) [1], is invariant to changes of scale, rotation

and illumination. Moreover, several algorithms, PCA-SIFT

[7], Viewpoint invariant Patches [8], Simultaneous Local-

ization and Mapping (SLAM) [9], and SIFT flow [10], are

based on the SIFT algorithm. Because of its consistency and

expandability, SIFT has high adaptability to object recog-

nition, image matching, object tracking, mobile robot, and

so on (Fig. 1). Most of the applications suffer from high

power consumption because of heavy workload required in

SIFT descriptor generation. In addition, each application

has different requirements such as high video resolution,

high frame-rate and high accuracy. Therefore, low-power

and high-performance SIFT processor is valuable over a

wide range application.

Some processors implementing SIFT have been previ-

ously developed [2]–[6]. The previous works are unsuit-

able especially for mobile application under limited battery

condition on account of high operating frequency and high

power dissipation. We previously proposed FPGA imple-
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Fig. 1 Various applications and algorithms based on SIFT.

Fig. 2 Workload analysis of SIFT descriptor generation.

mentation for SIFT [6]. The FPGA implementation pro-

vides real-time operation at VGA resolution video. How-

ever, it cannot work in real-time for high resolution video.

The proposed processor has resolved the problem of power

consumption and obtained higher performance, compared

with the previous processors.

Figure 2 portrays the workload analysis of the SIFT de-

scriptor generation employing software program [11] for the

original SIFT algorithm. The horizontal axis and the verti-

cal axis indicate the number of key-points per one frame

and workload, respectively. Key-points which have extreme
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values represent features of an image. Gaussian filtering

and descriptor vector generation dominate the large part of

the whole workload. At 5,000 key-points, the workload of

Gaussian filtering occupies 90 percent of all. It is seen that

reduction of the computation workload of Gaussian filtering

is necessary for low-power and real-time SIFT descriptor

generation.

Figure 3 shows the memory-bandwidth analysis of

the SIFT descriptor generation using the same software

[11]. Gaussian filtering for HDTV resolution video requires

5374 Gbps. Also key-point extraction requires 1254 Gbps

at the same resolution. According to Fig. 2, the workload of

the key-point extraction is not so heavy that the computation

power is not issue. However, memory bandwidth is major

design issue for real-time and low-power implementation of

the Gaussian filter and the key-point extractor. Therefore,

a dedicated hardware design for the key-point extraction is

demanded. Our design reduces the memory bandwidth by

adopting novel systolic array architectures for Gaussian fil-

tering and key-point extraction. These architectures employ

extensive reuse of pixels and intermediate results.

The above analysis shows real-time and low-power

SIFT descriptor vector generation requires resolving the

three problems: (1) the workload of Gaussian filtering, (2)

memory bandwidth of Gaussian filtering, and (3) the mem-

ory bandwidth of key-point extraction. To achieve a real-

time and low-power SIFT descriptor vector generation, we

propose the following three techniques with low accuracy

degradation:

• Gaussian filtering architecture with 120-way systolic

array for workload and memory bandwidth reduction.

• Buffer register to provide pixels for the 120-way Gaus-

sian filtering architecture for efficient pixel reuse.

• Key-point extraction architecture with 81-pixel parallel

systolic array for memory access reduction.

This paper describes a sub-100 mW SIFT descriptor

generation processor with real-time full-HDTV video recog-

nition. The processor provides several applications with

longer life time and higher performance, compared with the

Fig. 3 Memory-bandwidth analysis of SIFT descriptor generation.

previous processors [2]–[6].

In this paper, the detail of the employed SIFT algo-

rithm is described in Sect. 2. The proposed architecture is

addressed in Sect. 3. Then, these are followed by VLSI im-

plementation and power measurement in Sect. 4. Section 5

concludes this paper.

2. Algorithm

2.1 Algorithm Overview

Figure 4 shows a flow diagram of original SIFT algorithm.

Hierarchical algorithm is adopted to obtain robustness to a

scale change. The SIFT descriptor generation consists of

Gaussian filtering, key-point extraction and descriptor vec-

tor generation. The input image is smoothed by Gaussian

filtering for key-point extraction. Adjacent Gaussian filtered

images are subtracted for difference-of-Gaussian (DOG)

generation. Key-point is detected by searching on DOG.

Key-point detection uses three DOG images. Maxima and

minima of DOG images are detected by comparing a pixel

in middle scale to its 26 neighbors in 3 × 3 regions at the

current and adjacent scales. Finally, SIFT descriptor vectors

are obtained by calculating a gradient histogram of lumi-

nance around the key-point. The above process continues

until the highest level picture.

2.2 SIFT Algorithm for VLSI Implementation

An employed algorithm for VLSI implementation is intro-

duced in this subsection. The major differences between

the original algorithm and the employed algorithm are two

parts, pre-processing for input image and Gaussian filtering.

Original scheme handles a whole image all at once.

It can provide high-accuracy result, but it causes increase

in hardware resources. On the other hand, the employed

method processes an image divided into Region of Interests

(ROI). The introduction of ROI provides a structure appro-

priate for clock gating and operating frequency control with

little accuracy degradation. In addition, it reduces a capacity

in an on-chip memory to 0.3% in the case of HDTV image.

There are two methods for Gaussian pyramid genera-

tion. One method computes a Gaussian filtered image in

Fig. 4 Original SIFT algorithm flow.
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Fig. 5 Conceptual diagram of introducing ROI into original SIFT.

(a) Original image (b) Transformed image

Fig. 6 Test Image pair of (a) original image and (b) transformed image

with scale changes and viewpoint changes.

Fig. 7 Recall versus precision in image matching.

any hierarchy recursively from an input image. This method

keeps down the workload, but it increases some latency and

required working memory. The other one generates each

Gaussian filtered image solely from an input image concur-

rently. It enables a low-latency operation and a parallel hard-

ware implementation and reduces required working memory

with some workload overhead. Therefore, the latter method

has been employed for the VLSI design.

2.3 Region of Interests

Figure 5 depicts a conceptual diagram introducing ROI into

the original SIFT algorithm: (a) is the original algorithm,

and (b) is a ROI-based algorithm dividing input image into

four ROIs. The ROI-based algorithm drastically reduces the

capacity for working memory with low accuracy degrada-

tion. Reference [12] specified for object recognition em-

ploys 40 × 40 for ROI size. However, it is supposed that

larger ROI size is required for several wide-ranging applica-

tions for SIFT.

Fig. 8 Disadvantage of using two-dimensional Gaussian filtering.

A simulation has been conducted by using software for

image matching to determine ROI size. The software has

been built up on Microsoft Visual C++ 2008 Express Edi-

tion. Figure 6 shows a test image pair of original image

and transformed image with scale changes and viewpoint

changes. The recall versus precision in image matching ap-

plication [13] has been evaluated for various ROI sizes as

shown in Fig. 7. It is seen that the accuracy in 80× 60 is rel-

atively close to the original one. After the trade-off study be-

tween accuracy and memory capacity, 80×60 has been cho-

sen as ROI size. Moreover, we chose 10 pixels as the overlap

pixel count between neighboring ROIs in order to prevent

the accuracy degradation in processing around a boundary

of ROI. Hence we employed the 80 × 60 ROI-based SIFT

with 10 pixel of ROI overlap. In the case of HDTV resolu-

tion, the employed algorithm requires the working memory

for 80 × 60 pixels, while original SIFT does 1920 × 1080

pixels. Consequently, the employed method reduces work-

ing memory by 99.7% compared with the original scheme.

2.4 Two-Dimensional Gaussian Filtering

In this subsection, we describe a two-dimensional Gaussian

filtering algorithm suitable for a hardware implementation.

Figure 8 shows two-dimensional Gaussian filtering at a pixel

level, where Y is the input image, C is the coefficient of

Gaussian function, and G is the result of one Gaussian fil-

tering. A result of two-dimensional Gaussian filtering is the

sum of a result by multiplication of one pixel Y and one co-

efficient C. It is hard to reuse an intermediate result in this

scheme because the same combination of one pixel and one

coefficient do not exist in adjacent Gaussian filtering.

Figure 9 depicts the combination of two 1-dimensional

Gaussian filterings where C is the coefficient of Gaussian

function, and G′ is the intermediate result of 1-dimensional

Gaussian filtering. This scheme can drastically reduce

workload and the number of memory accesses thanks to a

high reusability of intermediate results G′.

2.5 Simulation Results

A simulation has been conducted by using software for ob-

ject recognition to confirm a performance and an accuracy
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Fig. 9 Advantage of using one-dimensional Gaussian filtering.

Fig. 10 Accuracy degradation by the employed algorithm.

degradation of the employed algorithm. The software has

been built up on Microsoft Visual C++ 2008 Express Edi-

tion. Figure 10 shows the result of object recognition test

and experimental condition. The respective numbers of ob-

jects and test images are 79 and 100. The used database was

created by us. The database includes general objects in a

house or an office such as a cup, a book and so on. The sim-

ulation results show that the recognition rate degradation is

2.1%. It is seen that the employed algorithm provides suffi-

cient performance for general-purpose applications.

3. Architecture

3.1 Three-Stage Pipelined Architecture

Figure 11 shows a block diagram of the three-stage

pipelined architecture. The proposed architecture is com-

prised of a global sequencer, a Gaussian filtering module,

a key-point extraction module, a descriptor vector genera-

tion module, SRAMs for several image data, and the other

peripherals. Three-stage pipeline can efficiently handle ROI

and considerably reduce power dissipation. Each SRAM for

Gaussian filtered image buffers images over 6 scales in one

hierarchy. The SIFT descriptor generation engine is con-

trolled by a RISC processor, and input image is loaded to an

ROI buffer from an external SDRAM via a memory inter-

face. The three data-path modules independently access an

Fig. 11 Three-stage pipelined architecture.

Fig. 12 Three-stage pipeline flow.

SRAM for a Gaussian filtered image. The part enclosed by

dotted line has been implemented in VLSI chip described in

Sect. 4.

As shown in Fig. 12, the proposed pipeline consists of

three stages (Gaussian filtering, Key-point extraction, and

Descriptor vector generation). ROI is loaded from external

SDRAM in background. The global sequencer feeds a dif-

ferent ROI to each stage. Cycle time for processing one ROI

depends on the slowest stage. When any stage goes to idle

state, the global sequencer executes clock gating for power

minimization.

Each computation module contains parallel pixel-

processing circuits and buffer circuits for pixel reuse to re-

duce required computation cycles. As a result of three-stage

pipelining and highly parallel circuits, the proposed archi-

tecture can realize an energy-efficient and real-time SIFT

descriptor generation with any resolution of input image up

to HDTV.

3.2 Gaussian-Filtering Architecture with 120-Parallel

Ring-Connected Systolic Array

First, a Gaussian filtering module is described. Gaussian fil-

tering accounts for most of the workload in the SIFT opera-

tion. Therefore, this module is the most critical portion for a

low-power and high-speed system design. We implemented

120-parallel systolic-arrays (SA) architecture to resolve the

problem of workload. Figure 13 shows the block diagram
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Fig. 13 Block diagram of Gaussian-filtering module.

of Gaussian filtering module comprised of 120 SAs. Twenty

SAs per one scale are prepared for generating continuous 20

pixels in parallel. This scheme reduces the memory band-

width by reusing input pixels. One SA has two multiplier

accumulators (MAC), ring-connected fourteen registers and

one multiplexer. One MAC takes one-dimensional Gaussian

filtering operation. The ring-connected registers store an in-

termediate result of one-dimensional Gaussian filtering for

reuse. Each SA reads one pixel per one cycle and operates

with a pixel- level pipeline.

Image Buffer is introduced to efficiently provide input

pixels for 120-way architecture. Figure 14 shows the block

diagram of Image Buffer. Image Buffer has five shift regis-

ters buffering 18 pixels. Each shift register provides four

pixels per one cycle for the corresponding 4SAs. Image

Buffer reduces the overhead of memory read and the cycle

count by pre-loading input pixels from ROI Buffer.

Figure 15 illustrates the operation of SA architecture.

Fig. 14 Block diagram of Image Buffer module.

Fig. 15 Flow diagram of SA architecture.

The REG’s suffix number in Fig. 13 corresponds to the num-

ber in Fig. 15. Initially, all registers have no data. Then,

an intermediate result of one-dimensional Gaussian filter-

ing G′ is loaded into all registers as an initial load, in the

first 210 cycles. Then the computation for two-dimensional

Gaussian filtering is carried out. One two-dimensional

Gaussian filtered pixel is generated every 15 cycles. In

the first 14 cycles, each of the registers shifts intermedi-

ate data to the next register, and then MAC2 executes the

multiply/accumulate operation of an intermediate data and

Gaussian coefficient. Lastly, MAC1 provides the 15th in-

termediate data for MAC2 and REG1, and then one two-

dimensional Gaussian filtered pixel is outputted via MAC2.

REG1 stores the 15th data for the next two-dimensional

Gaussian filtered pixel generation. This operation continues

until reaching the end of an ROI.

3.3 Key-Point Extraction Architecture with 81-Pixel Par-

allel Systolic Array

Next, a key-point extraction module is described. The key-

point extraction suffers from the second heaviest memory

bandwidth in the SIFT operation, as shown in Fig. 3. There-

fore, the parallelization and pixel reuse has been extensively
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Fig. 16 Block diagram of key-point extraction module.

Fig. 17 Block diagram of key-point extraction core.

employed for the key-point extraction module. Figure 16

presents the whole diagram of the key-point extraction mod-

ule. The datapath consists of three key-point extraction

cores. The key-point extraction requires 27 pixels in three

adjacent difference of Gaussian (DOG in Fig. 4). For that

reason, the key-point extraction core comprises 27 process-

ing elements (PE), as shown in Fig. 17. The input data for

PE flow from top to bottom. Each PE reuses a pixel re-

ceived from the upper PE. This scheme reduces the number

of memory accesses to 34% of the former level.

3.4 Descriptor Vector Generation Architecture

Lastly, a descriptor vector generation module is described.

Figure 18 depicts the block diagram of a descriptor vec-

tor generation module. This module comprises a sequencer

module, a couple of orientation generators and a couple of

descriptor vector generators.

The orientation generator is comprised of gradient

generation module, a coordinate rotation digital computer

(CORDIC) [14], and histogram generation module. It gen-

erates a gradient histogram of luminance. The gradient his-

togram is stored in a working memory for reuse in the de-

scriptor vector generation block. Information about the ori-

entation is derived from the gradient histogram.

The descriptor vector is calculated by using the infor-

mation about orientation and the gradient histogram. First,

the descriptor vector generator compensates the orientation

of a key-point. Next, 16 histograms of eight directions are

Fig. 18 Block diagram of descriptor vector generation module.

Fig. 19 Key-point level pipeline flow.

Fig. 20 (a) Original CORDIC circuit and (b) CORDIC circuit using

pipeline.

generated. Finally, 128-dimensional SIFT descriptor vec-

tors for one key-point are obtained.

The orientation generation and the descriptor vector

generation are executed with key-point level pipeline opera-

tion as shown in Fig. 19.

The bottleneck of descriptor vector generation part

is CORDIC function part. Figures 20(a) and (b) shows

the original CORDIC circuit [14] and the operation of

the pipelined CORDIC circuit, respectively. The origi-

nal CORDIC circuit consists of a register, a barrel shifter,

an adder and a subtractor. The original circuit results in

low through-put and low memory-access rate because it

takes 15 cycles to output one result and reads one gradient.

Hence, the pipelined CORDIC circuit has been adopted for

high-speed operation in our design. The pipelined circuit

achieves one output per cycle.
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3.5 Performance Evaluation

The number of cycle counts and memory accesses was es-

timated by using Verilog-HDL simulator. The test vectors

are the images in the original database as shown in Fig. 10.

The proposed architecture was compared with an assumed

non-parallelized architecture and SIMD architecture. Ta-

ble 1 summarizes the specifications of the non-parallelized

architecture, the SIMD architecture and the proposed archi-

tecture. The estimation in the SIMD architecture was carried

out on the assumption that input pixels are provided for all

the processing units every one cycle.

Estimation results are summarized in Fig. 21 and

Fig. 22, which demonstrates effects of the proposed archi-

tecture. The introduction of the proposed systolic array ar-

chitecture into Gaussian filtering enables the reuse of inter-

mediate results for the reduction in cycle count and memory

Table 1 Architecture specifications.

Fig. 21 Reduction of cycle count.

Fig. 22 Reduction of memory access.

access as shown in Fig. 9. Moreover, the parallelized archi-

tecture with image buffer reduces the overhead of memory

read and enables real-time Gaussian filtering at HDTV res-

olution. On the other hand, the SIMD architecture has no

reusability of intermediate results. In key-point extraction,

the 81-pixel parallel systolic array architecture can make full

use of pixel reusability in neighboring key-point extraction,

allowing a drastic reduction of the memory access count.

As a result, the number of cycle counts in Gaussian

filtering is reduced by 82%, compared with the SIMD archi-

tecture. The number of memory accesses in the Gaussian

filtering and the key-point extraction are reduced by 99.8%

and 66% respectively, compared with the results obtained

using the SIMD architecture. Hence it is seen that the pro-

posed architecture has resolved the three problems: (1) the

workload of Gaussian filtering, (2) memory bandwidth of

Gaussian filtering, and (3) the memory bandwidth of key-

point extraction as described in Sect. 1.

4. VLSI Implementation

A test chip of SIFT descriptor generation has been designed

as shown in Fig. 23. The design includes the VLSI oriented

algorithm, the three-stage pipelined architecture and novel

systolic array architectures. This chip has been fabricated in

65 nm CMOS technology and occupies 4.2 × 4.2 mm2 con-

taining 1.1M gates and 1.38 Mbit on-chip SRAM.

Figure 24 shows a measured data of power consump-

tion versus operating frequencies. It is seen that 100 MHz

operation was achieved at 1.1 V. Also the power consump-

tion of the proposed processor is 38.2 mW at 78 MHz when

a nominal supply voltage is 1.2 V, which attains real-time

processing for HDTV resolution video with 30 fps of frame

rate.

Figure 25 shows comparison to conventional proces-

sors. Reference [2] and Ref. [3] employed 180 nm technol-

ogy and 130 nm technology, respectively. Thus, the per-

formance of the conventional processors is scaled to 65 nm

for fair comparison. This work succeeded in increasing

frame rate to 53 times and reducing power consumption by

39%, compared with [2]. The simple comparison with [3]

is difficult as the power consumption of [3] is comprised

of three processes: pre-processing, SIFT descriptor gener-

Fig. 23 Chip microphotograph.
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Fig. 24 Power consumption versus operating frequencies.

Fig. 25 Comparison to conventional processors with technology scaling.

ation and object recognition. However, it is seen that the

proposed processor provides lower power consumption than

[3] because SIFT descriptor generation dominates 63% of

the whole workload in [3].

5. Conclusion

This paper proposes a novel VLSI design implementation

of the SIFT descriptor generation. This implementation fea-

tures a hardware-oriented algorithm, three-stage pipelined

architecture, and parallel systolic array architectures. Eval-

uation of the fabricated VLSI demonstrates 39% power re-

duction of the real-time SIFT descriptor generation com-

pared with that of the conventional processor [2]. Results

show that the proposed architecture provides SIFT descrip-

tors in real-time for image recognition system with HDTV

resolution video. The design techniques described here are

expected to be applied to several image recognition applica-

tions and specifically bring a big impact for mobile applica-

tion under limited battery condition.
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