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Abstract

Sensor nodes equipped with various sensory devices can sense a wide range of information regarding human or

things, thereby providing a foundation for Internet of Thing (IoT). Fast and energy-efficient data collection to the

control center (CC) is of significance yet very challenging. To deal with this challenge, a low redundancy data

collection (LRDC) scheme is proposed to reduce delay as well as energy consumption for monitoring network by

using matrix completion technique. Due to the correlation of the location-dependent sensing data, some data

without being collected can still be recovered by the matrix completion technology, thereby reducing the data

amount for data collection and transmission, reducing the network energy consumption, and accelerating the

process of data acquisition. Based on matrix completion technique, LRDC scheme can select only part of the nodes to

sense data and transmit less data to CC. By doing so, the data collected by the network can be greatly reduced, which

can effectively improve the network lifetime. In addition, LRDC scheme also proposes a method for quickly

compensate sample data in cases of packet loss, whereby part of redundant data is sent in advance to the

area closer to CC. If the data required for matrix completion is lost, these redundant data can be quickly

obtained by CC, so the LRDC scheme has low delay characteristics. Simulation results demonstrate that LRDC

scheme can achieve better performance than the traditional strategy, and it can reduce the maximum energy

consumption of the network by 27.6–57.9% and reduce the delay by 0.7–17.9%.
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1 Introduction
In the past several years, we have witnessed a dramatic

advancement in network-enabled sensors/actuators,

which have been closely related to our lives, including

medical monitoring [1–3], smart-home [1–5], smart-

grid, smart vehicles [6–9], intelligent transportation sys-

tems, and smart cities [10–13]. This profound change is

mainly due to the rapid development of the manufactur-

ing process of intelligent electronic devices, which has

led to an exponential increase in the number of these

network-enabled sensor devices. It is estimated that al-

most 50 billion devices will be interconnected by 2020

[8, 14]. At the same time, these sensor devices are

powerful and able to sense the information regarding

people or things, such as location, environment, and be-

haviors, thus providing a foundation for wireless sensor

networks (WSN). On the other hand, these huge num-

bers of sensor devices can have huge data acquisition

capabilities than before, and thus can form systems to

facilitate deep interaction between human and objects,

and many applications based on big data have been

derived. The report from Cisco shows that the amount

of data generated by the Internet of Things accounted

for 69% of the total Internet traffic in 2014, 30 times the

amount of data in 2000 [1, 14], and the growth of data is

still in the state of acceleration. With the explosive

growth of the number of sensor devices and the amount

of data generated [15–17], extensive research has been

conducted on the sensing and algorithms aspects [18–

20], which can improve efficiency [21, 22], reduce cost

[23, 24], and or make our life much more convenient
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[25, 26]. However, two key issues for WSNs are still not

well resolved.

The first of important issue is how to reduce energy

consumption and the amount of data to be acquired

[27–32] for WSNs. The U.S. Environmental Protection

Agency (EPA) report [6] pointed out that the United

States’ data centers (DCs) consumed about 61 billion

kilowatt-hours of electricity in 2006, and its worth about

$4.5 billion. It was also observed that in 2007, the global

energy consumption of 30 million worldwide servers

was 100 TWh, costing $9 billion, and it is expected to

increase to 200 TWh in the next few years [6, 7]. The

energy consumption in the report only includes the en-

ergy consumption of data centers. However, the number

of sensor devices is much larger than the number of data

centers, so their energy consumption for perception and

communication is more than ten times the energy con-

sumption of DCs for data calculation and storage data

(relative to the energy consumption of perception and

communication, the energy consumption of sensor de-

vices computing and storage is negligible [6]). As one of

important and basic operations for WSNs to increase its

collection efficiency, it is critical for data collection to

reduce the amount of data and its energy consumption.

The second key issue is delay [33–37] for data collection

of WSNs. In many WSNs, the decision to make requires

gathering sufficient data. It takes a lot of time to collect

the data of the sensing interesting area, causing a large la-

tency. Moreover, on the other hand, since sensor-based

devices are used in carious environments, the characteris-

tics of wireless communication cause the data packets to

be easily lost. However, WSNs are very sensitive to delay,

for example, in the health monitoring of the elderly, de-

layed decision will put off the best treatment time and lead

to serious consequence. Therefore, in these applications,

the system is required to be able to make decisions with

partial data, that is, data collection and rapid decision

making in the absence of partial data. On the other hand,

tolerating partial data loss can also reduce the amount of

data collected [38, 39] and reduce the amount of data that

needs to be transferred, thus reducing network congestion

and speeding up the transmission of data.

To deal with those challenges, in this paper, a low re-

dundancy data collection (LRDC) scheme is proposed to

reduce delay as well as energy consumption for WSNs

by using matrix completion technique. The main contri-

butions of this paper work are as follows:

1. In LRDC scheme, it does not collect data that

can be recovered by the matrix completion

technique, which can effectively reduce the

amount of data that needs to be collected, and at

the same time, the monitoring quality of the

monitoring system will not decline. Due to the

correlation of the location-dependent sensing

data, some data without being acquired can be

recovered through matrix completion techniques.

Based on such principle, in LRDC scheme, compared

with traditional data collection, only a subsect of

nodes is selected to sense data and route data

to control center (CC), so the data collected by

the network can be greatly reduced, which can

effectively improve the network lifetime.

2. A method to quickly supplement the sample data is

proposed to deal with some samples lost in the way

to CC while maintaining a high lifetime. In loss and

delay sensitive sensor-based networks, packets can

be lost in random along the long way to CC. Thus,

if only the minimum number of data packets are

collected, due to packet loss, the data packets received

by the CC can be less than the minimum amount for

data recovery, causing failure for recovering the data.

However, collecting more data packets may cause a

large amount of redundancy and reducing network

lifetime. Therefore, LRDC scheme proposes a novel

solution for quickly supplementing sample data. The

main idea of this method is when the process of

collecting data, the amount of data collected

must be greater than the amount of data required by

the matrix completion technique to present for the

loss of data in the route. The data that is more than

the requirement of matrix completion technique is

called the backup data set, while the data needed for

matrix completion technique is called the basic data

set. When the data of the basic data set is lost in the

route and the CC does not receive it completely, the

data of the backup data set can be used to supplement

the data lost in the basic data set. The strategy of this

paper is not the same as the previous strategy. Due to

the amount of data forwarded by sensor nodes in

the far CC area is small and there is residual

energy, in LRDC scheme, the basic data set is

directly routed to the CC, while the backup

data set is routed to the nodes with a certain

distance to CC. When the basic data is lost

due to the unreliability of the network

transmission, the supplementary data can be

quickly acquired by CC, so LRDC scheme

has low delay characteristics while maintaining

a very high network lifetime.

3. The LRDC scheme can be applied to grid

network as well as planar network. A large

number of theoretical and experimental results

show that the LRDC scheme can achieve better

performance than the previous strategy, which

can reduce the maximum energy consumption of

the network by 27.6–57.9%, and reduce the delay

by 0.7–17.9%.
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The rest of this paper is organized as follows. Section

2 reviews the related work. The system model and prob-

lem formulation are presented in Section 3. In Section 4,

we present the low redundancy data collection (LRDC)

scheme in details. The theoretical analysis simulation re-

sults are presented in Section 5. Section 6 concludes this

work.

2 Methods
In WSNs, the energy stored in the sensor node battery is

limited, so reducing the network energy consumption is

important. Therefore, a method of reducing network en-

ergy consumption and reducing the delay is proposed.

Reducing the amount of data collected can effectively

reduce the energy consumption of network. Because of

the coherence between some data, sensor nodes collect

a lot of redundant data. These data can be recovered by

matrix completion technology, so only part of data need

to be collected, thus reducing the amount data collected,

and it also reduces the energy consumption of the net-

work. However, reducing the amount of data collected

has no effect on balancing network energy consumption,

and data may be lost in transmission. Therefore, retrans-

mission mechanism is needed to ensure the reliability of

transmission, but the retransmission caused a lot of

delay. The matrix completion technology needs to col-

lect a part of the data to make the decision, so a lot of

delay will reduce the efficiency of the network. There-

fore, a method of quick supplement data is adopted. The

network collects a large amount of data, some of which

are stored in nodes on its transmission path. When data

that needs to be transferred to CC is lost, data can be

quickly transmitted from the nodes that store the data.

Therefore, the matrix completion technique can quickly

recover the matrix, which can make the decisions

quickly, thus reducing the decision delay. The back-

ground and related work on this method can be found

in Section 3.

3 Background and related work
In WSNs, there are two important challenges. One is

how to reduce the energy consumption of the network.

Closely related to energy consumption is how to reduce

the amount of data [40, 41]. The other challenge is how

to effectively reduce the time for data collection while

ensuring the long lifetime of the network [42, 43]. The

decision delay refers to the interval between the time for

starting data collection and the time when the collected

data is sufficient for decision making. The following first

discusses the research work related to the first challenge.

In the wireless sensor network, since each sensor node

is powered by battery, when the energy of one of the

nodes is used up, the entire network is paralyzed. Due to

the energy consumption imbalance in the network,

energy of some nodes can be wasted. Therefore, there

has been a lot of research on the reduction of energy

consumption in WSNs. In ref. [44], each node transmits

a data packet in one transmission period. Since the

length of the data packet may vary, the modulation rate

is adjusted to ensure that a data packet is transmitted in

one cycle. When the time of a transmission cycle is

fixed, changing the duty cycle also changes the working

time of the node, which changes the modulation rate of

node. Therefore, by changing the duty cycle, the author

can minimize the energy of a node to transmit a data

packet, thus reducing the network energy consumption

(Table 1).

Reducing the energy consumption of a single node

transmission can increase the network lifetime. However,

due to the large amount of data forwarded by the nodes

close to the CC, it also causes the problem of energy

holes. A lot of research has been done on the issue of

energy holes [45–48]. There are node deployment as-

pects [49, 50] to avoid this problem, Chen at el. [49]

studied in linear network and grid network, where each

node is deployed through unequal distances, so that the

transmission distance between the nodes close to CC is

smaller, and the transmission distance between the

nodes far from the CC is larger. By so doing, the energy

consumption of the network is balanced. In the work in

[50], in order to avoid the problem of energy hole, a

method of hierarchical deployment is proposed. This de-

ployment method divides a large network area into small

sub-areas, and each sub-area has some common sensor

nodes and an assisting node. Compared with ordinary

sensor node, the assisting node has more initial energy

and larger transmission radius than ordinary nodes, and

it only requires one hop or a few hops to transmit to the

CC. Therefore, in a sub-area, ordinary sensor nodes

transmit data to the assisting node, and then assisting

node transmits the data to the CC. Since the initial en-

ergy of assisting node is more, the energy hole can be

Table 1 Network parameters

Parameter Value Value

Tstart The time of start-up 5 10−6s

η The drain efficiency of the amplifier 0.35

k The exponent order 3

G1 The gain factor 103

M1 The link margin 104

Pcircuit The power of circuit 140.7 mW

Psyn The power of frequency synthesizer 50 mW

σ
2 The AWGN power spectral density 3.981 10−21

B The channel bandwidth 104

L The number of bits in a data packet 103

Nf The receiver noise figure 10
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relieved. There are also aspects from the transmission

path to avoid this phenomenon. In [51], an algorithm

called EA-BECHA is proposed to balance the load of the

nodes. In the EA-BECHA algorithm, the current node

always selects the next hop node which has the highest

residual energy, so some high-load nodes are prevented

from dying prematurely, which can relieve the problem

of energy waste.

There are also some studies on how to reduce the

amount of data collected. In the collected monitoring

data, since the monitoring devices are densely distrib-

uted, there is some correlation between the collected

data, i.e., they can be derived from each other. There-

fore, data transmitted to the base station is redundant

[52]. The redundant data is often synonymous with

sparsity, and matrix completion technique is one of two

typical sparse representation techniques. The matrix

completion technique can recover the matrix com-

pletely as long as the amount of data in the matrix

meets some requirements. In [53], the author not only

gives the minimum amount of data needed for matrix

completion in the traditional low-rank matrix but also

proves that the amount of data required for matrix

completion is actually related to the coherence of the

matrix. The definition of coherence gives the number

of data that an arbitrary matrix can use for matrix com-

pletion technique. Of course, if there is no data in one

row or one column of the matrix, the recovered matrix

has a large error. Therefore, there are some studies on

the data distribution model. The work in [54] proves

that when the amount of known data of the matrix

meets the requirements, and the known data in matrix

conforms to the Bernoulli distribution, the matrix can

be considered as recoverable. Matrix completion tech-

nique has many applications in sensor networks. In

[55], a distribution model called UTSCS is proposed to

guarantee that there is sampled known data in each

row and column, and ensure that each sensor is sam-

pled at a time interval. Thus, the data sampling rate is

greatly reduced, and it can also be guaranteed to be re-

covered by matrix completion technique. As can be

seen from the above, matrix completion technique has

been studied theoretically, and has also been applied to

the sampling of sensor networks [38, 56].

There is not much work on reducing decision delay.

Decision delay is essentially the time it takes for the en-

tire network to make decisions. This is an important

performance indicator for WSNs, although this is not

fully studied in previous studies. In previous studies, it

was often studied how long a single packet was routed

from the source node to the CC [57, 58]. Due to the

characteristics of wireless communication channels, to

guarantee reliability of data transmission, it is usually ne-

cessary to adopt a mechanism to guarantee reliability,

resulting in increase in delay. The method commonly

used to guarantee the reliability of data transmission is

send-wait retransmission protocol [59]. In stop-wait

protocol, sender waits for the receiver to return an ACK

of the received data after sending the data. If the sender

receives the ACK, it starts the transmission of the next

data packet. Otherwise, if the sender waits longer than

the predetermined threshold, it considers the data

packet lost, and then starts to retransmit the data packet

until the sender receives the ACK, or discard the packet

when the number of retransmissions reaches the prede-

termined threshold. It can be seen that the delay of data

transmission in WSNs is larger. The decision delay is

the time that the network experiences when it collects

packets that can make decisions. Thus, decision delay

depends on the amount of data collected. If each grid in

the network requires data collection, the data collection

takes a long time. The strategy proposed in this paper

only collects part of the grid data, which can effectively

reduce the decision delay. Another important factor af-

fecting the decision delay is the loss of data packets,

which can increase the number of packets that need to

be retransmitted. This paper proposes a method for

quickly supplementing sample data, and the idea is to

route the packets that may need to be retransmitted to

areas not far from the CC. By so doing, we can quickly

resend the data when data loss is needed, thereby effect-

ively reducing the decision delay.

4 The system model and problem statement
4.1 The energy consumption model

The energy consumption model of this paper is similar

to ref. [44], where a transmission cycle consists of three

parts, including operating time Ton, standby time Tstby,

and start-up time Tstart. Similarly, Pstart is the power for

transient mode, and its mainly equal to the frequency

synthesizer power. Pstby is the power for standby, which

is considered to be null for simplification and Pon is the

power of active mode. Therefore, the energy consump-

tion for transmitting a packet is as follows:

Etotal ¼ PonTon þ PstartT start

¼ PTx þ Pcircuit þ PPAð ÞTon þ PcircuitT start

ð1Þ

where Pcircuit is the power of the circuit, PPA is the power

of amplifier. The power of amplifier can be expressed as:

PPA ¼ βPTx ¼
ξ

η
−1

� �

PTx ð2Þ

where η represents the drain efficiency of amplifier, and

ξ is peak to average ratio that can be obtained from con-

stellation size M: ξ ¼ 3ð
ffiffiffiffi

M
p

−1
ffiffiffiffi

M
p

þ1
Þ for M-ary Quadrature

Amplitude Modulation (MQAM).
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Rearranged the above, the energy consumption of trans-

mitting a packet using MQAM modulation technique is:

Etotal ¼ 1þ βð ÞPTxTon þ PcircuitTon þ 2PsynT start ð3Þ

PTx represent the transmit power of the sensor node.

According to kth path loss model [44], it can be calculated

as:

PTx ¼ PrxGd ð4Þ

Gd =G1d
kM1 represent the power gain of factor, G1 is

the gain factor of 1m, M1 is the link margin, and d is the

sending radius of node. The exponent order k is between

2 and 4. In this study, k = 3 is selected.

Prx is received signal power, the relationship between

the received signal power, and signal-to-noise ratio

(SNR) is:

Prx ¼ 2BN f σ
2
∙SNR ð5Þ

According to ref. [44], in MQAM technique, the rela-

tionship between SNR and BER (bit error rate) is

followed:

Pe ≈
4

b
1−

1
ffiffiffiffiffi

M
p

� �

e − 3
M−1ð ÞSNR

2 ð6Þ

where b is modulation rate, and M = 2b is constellation

size. In this study, b = 3 and b = 4 are selected. From this,

the SNR can be calculated, and then the received signal

power can be obtained. Then, the transmit power can be

obtained, and finally the energy consumption of transmit-

ting a packet can be obtained.

4.2 The matrix completion model

The composition of matrix in this paper is similar to

that in ref. [55]. The row of the matrix represents that

the data generated by the same sensor and received by

sink, while the column of the matrix shows that the data

generated by different sensors in the same cycles and re-

ceived by the sink. As show in (7), x1, 1, x1, 2, ⋯, x1, n

represent the data generated by sensor numbered 1 at

different cycles.

M ¼
x1;1 x1;2 ⋯ x1;n2
x2;1 x2;2 ⋯ x2;n2
⋮ ⋮ ⋱ ⋮

xn1;1 xn1;2 ⋯ xn1;n2

2

6

6

4

3

7

7

5

ð7Þ

Matrix completion is a technique for recovering the

entire matrix from a submatrix of the matrix [53]. That

is, for an unknown low-rank matrix M∈Rn1�n2 , the rank

of the matrix satisfies r≪min {n1, n2}, and only a subset

of the matrix Mi, j((i, j) ∈Ω) is needed to recover the un-

known matrix. Known subsets Ω are randomly selected,

and sampling operation PΩ : Rn1�n2
→Rn1�n2 can be de-

fined as:

PΩ Xð Þ½ �i; j ¼
X i; j i; jð Þ∈Ω
0 otherwise

�

ð8Þ

If the set Ω has enough data, the matrix can be recovered

by solving the following rank minimization problem [53].

min rank Xð Þ
s:t:PΩ Xð Þ ¼ PΩ Mð Þ

�

ð9Þ

where rank(.) represents the rank of a matrix, and X is a

random matrix.

However, since the rank minimization problem (9) is

NP-hard [53], it is very difficult to solve. Therefore, ref.

[53] also proved that most of the matrices M with rank r

can be recovered well by solving the convex optimization

problem:

min Xk k�
s:t:PΩ Xð Þ ¼ PΩ Mð Þ

�

where ‖X‖∗ represent the nuclear norm of the matrix X,

and is equal to the sum of the singular values.

According to ref. [53], using convex optimization to

recover an unknown matrix from a random matrix re-

quires that the number of random matrix samples meet

the following requirements:

m≥Cn5=4rlog n ð10Þ

where C is a constant, n =max(n1, n2), and the correct

rate of recovery is 1 − cn−3logn.

4.3 Problem statement

Therefore, the main purpose of this paper is to design

an efficient strategy to increase the network lifetime, and

the network lifetime is determined by the node that con-

sumed the most energy in network [49]. Therefore, the

goal can be converted to reduce the maximum energy

consumption of the network as much as possible.

1. The number of data forwarded in a node affects

its energy consumption. The more data

forwarded by a given node, the greater its energy

consumption. Therefore, in order to increase the

network lifetime, it is necessary to reduce the

maximum amount of data forwarded by the

nodes in the network. The amount of data

forwarded by the node is usually composed of

two parts: the amount of data generated by itself

and the amount of data generated by other

nodes. Therefore, reducing the amount of data

generated by itself and the amount of data sent

by other nodes can reduce the maximum energy
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consumption. The set of all nodes in the network

is defined as S = {1, 2, ,N}, the network lifetime

is denoted by l, and the amount of data

forwarded by each node is Di. We have

max lð Þ ¼ min max Dið Þ ð11Þ

2. In the transmission process, the retransmission

mechanism is used to ensure the reliability of the

transmission. However, the retransmission

mechanism cannot ensure that the transmission

of each packet is successful [44], and there will

still be a small number of packets lost. For these

missing data packets, the sink will broadcast to

notify the node which is sending these packets to

resend the packet with the reliability δ.

Therefore, after the data is transmitted over the

network, it also requires the transmission of

supplementary data. Considering that the

expected number of retransmissions of node i is

ςi, when the node needs to transmit the amount

of τi, the delay of nodes in the network is τiςi. In

the process of supplemental data transmission,

the probability of data loss is 1 − δ. In this

process, the number of data that the node needs

to resend is (1 − δ)τi, and therefore the delay for

each node in the network is τiςi + (1 − δ)τiςi.

Thus, the maximum delay of the network is:

min Θð Þ ¼ min max
i∈S

τiςi þ 1−δð Þτiςið Þ ð12Þ

5 The design of LRDC scheme
5.1 Preliminaries

First, the optimization of the grid network is studied by

matrix completion, and its network topology is shown in

Fig. 1. This network can be widely used in precision agri-

culture, precision industry, personalized healthcare, and

precision medicine, where smart sensor nodes deployed in

these applications to detect various physical phenomena.

When an event or physical phenomenon occurs, sensor

nodes generate alert and alarm to achieve the goal of

smart monitoring. For agricultural planting plants, factory

production lines, hospital beds, etc., these monitored ob-

jects are all regular, so sensor nodes are deployed in an

equidistant grid. Therefore, in this paper, we first study

the grid network and then generalize it to the general sen-

sor nodes randomly deployed planar network.

We consider a sensor network composed of N nodes,

and each node generates a data packet to transmit to

sink in a round of transmission, and a total of T rounds

of data are transmitted. The sink will receive N × T

packets, and these data packets can be represented using

a matrix X (X ∈ RN × T).

Fig. 1 Illustration of grid network
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With LRDC, each sensor node will transmit T packets

to the sink. The minimum amount of data required for

the matrix completion technique is called the basic data

set, while the excessive part of the data is called backup

data set. Therefore, a matrix Q is defined as:

Qi; j ¼
0;X i; j∈the backup data set
1;X i; j∈the basic data set

�

where i, j represents the packet transmitted by the sen-

sor node numbered i in the jth round.

So the data matrix finally received by sink can be given as:

B ¼ Q: � X

where ′. ∗ ′ represent a scalar product of two matrices.

5.2 LRDC scheme in grid network

The main idea of the LRDC scheme is illustrated in Fig.

2. First, it is necessary to determine which data belongs

to basic data set and which data belongs to backup data

set before data collection. Then, the basic data transmit-

ted to the sink and the backup data transmitted to its

storage location close to the sink in case of retransmis-

sion. When the basic data expected to be collected is

lost, the sink can send a signal to notify the nodes with

the backup data to transmit supplementary data. There-

fore, the number of data required for matrix completion

technology is satisfied. Finally, the matrix completion

technology is used to recover the data that is not trans-

ferred to the sink.

The backup data consists of redundant data and the

basic data consists of non-redundant data. To determine

the locations for storing redundant data, the energy con-

sumption of bottleneck node is need to know. Therefore,

in what follows, we will analyze the energy consumption

of the bottleneck node.

Energy consumption of bottleneck node: In the LRDC

strategy, the redundant packets do not pass through the

bottleneck node, so the energy consumption of bottle-

neck nodes is only related to non-redundant packets.

Therefore, the energy consumption of the bottleneck

node can be calculated. According to Eqs. (3), (4), (5),

and (6), considering that the transmission radius of each

node is d, the energy consumption of a packet transmit-

ted by MQAM modulation technique is:

Eb ¼
4

3
1þ βð ÞN f σ

2 M−1ð Þ ln

 4 1−
1
ffiffiffiffiffi

M
p

� �

bPe

!

BTonGd

þ Pcircuitð ÞTon þ 2PsynT start

ð13Þ

where Pe is the BER, and the reliability of one hop is as

Eq. (14).

μ ¼ 1−Peð ÞL ð14Þ

The retransmission mechanism is used to guarantee

the success rate of transmission, so the maximum

number of retransmissions of a k-hop node is given

in Theorem 1.

Theorem 1: To guarantee the probability of successful

transmission to the destination node is at least δ, the

maximum number of retransmissions that reach the des-

tination node after k-hop is:

ςk max ¼
log 1−δð Þ
log 1−μkð Þ

� �

ð15Þ

Proof: The probability of a node retransmitting ςk _ max

times still fail is ð1−μkÞςk max . Therefore, the probability

of successful transmission within ςk _ max times retrans-

mission is 1−ð1−μkÞςk max . The probability of successful

transmission is required more than δ, that is

1− 1−μk
� 	ςk max > δ

Then, we can have

Fig. 2 The LRDC scheme process
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ςk max >
log 1−δð Þ
log 1−μkð Þ

Round up the right side of the formula, we can get the

formula (15).

Theorem 1 gives the maximum number of retransmis-

sions when the successful transmission rate is at least δ.

Therefore, the number of expected retransmissions that

reach the destination node via k-hop can be calculated:

ςk ¼
Xςk max

i¼1
i∙μk ∙ 1−μk

� 	i−1 ð16Þ

Figure 3 shows the expectation of retransmissions

times. It can be seen that the more hops required to be

transferred to destination node, the more expected num-

ber of retransmissions. Therefore, nodes near the destin-

ation can have reduced number of retransmissions.

Since the number of retransmissions is different for

each node, the number of retransmission times can be

calculated into the number of packets that each node

needs to send, such as:

mi; j ¼ xi; jςk ð17Þ

where k is the number of hops from Si, j to sink, and xi, j
is the number of packets that need to send at Si, j.

Therefore, the number of packets forwarded by each

node is shown in Theorem 2.

Theorem 2: For grid network, in T-round data collec-

tion, the amount of data forwarding for each node in the

network can be calculated as follows:

Da;b ¼
Xn

i¼a

Xn

j¼b

Ci−a
iþ j−a−b

2iþ j−a−b
mi; j 1 < a; b≤n

Da;b ¼
Xn

k¼b
m1;k þ

1

2

Xn

i¼2

Xn

j¼k

Ci−a
iþ j−a−b

2iþ j−a−b
mi; j

 !

a ¼ 1

Da;b ¼
Xn

k¼a
mk;1 þ

1

2

Xn

i¼k

Xn

j¼2

Ci−a
iþ j−a−b

2iþ j−a−b
mi; j

 !

b ¼ 1

8

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

:

ð18Þ

where mi, j is the amount of data that Si, j needs to send

in T-round data collection.

Proof: First, the node that is not in the first row or

first column is analyzed, as shown in Fig. 1. Sa, b is any

node in gird network that is not in the first row or first

column. Since the nodes in grid network only transmit

data to the left or down, the node that contributes the

data of Sa, b can only be from the upper right of Sa, b.

The nodes with the same number of hops to Sa, b be-

long to the same layer. For any node Si, j, the number of

hops to reach Sa, b is i + j − a − b, because there are only

two options for each hop in grid network. It can only be

transmitted down or left, therefore, the node Si, j has 2
i +

j − a − b transmission paths in total.

In 2i + j − a − b transmission paths to Sa, b, it is easy to

know that the packet only needs to be transmitted down

i − a times and to the left j − b times. Therefore, the path

that can reach Sa, b has C
i−a
iþ j−a−b.

Therefore, the probability that the data of Si, j can be

transmitted to Sa, b is
Ci−a

iþ j−a−b

2iþ j−a−b and the number of data that

Sa, b forward Si, j is
Ci−a
iþ j−a−b

2iþ j−a−b mi; j.

Then, since the nodes of the first row can only be

transmitted in one direction, the amount of data for-

warded by the node S1, b in first row is
Pn

i¼b m1;i . Before

1 2 3 4 5 6 7 8 9 10

0.8

1.6

2.4

3.2

s
n

oi
s

si
m

s
n

art
er

f
o

r
e

b
m

u
n

t
c

e
p

x
e

e
h

T

The number of hops

 The bit error rate: 3e-4

 The bit error rate: 4e-4

Fig. 3 The expected number of retransmissions per node
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that, the number of data forwarding of all nodes except

the first row and the first column is calculated. There-

fore, considering the second row of nodes, there is 1
2

probability that the packets will be transmitted to the

first row, and the amount of data forwarded is
Pn

k¼b

m1;k þ 1
2

Pn
i¼2

Pn
j¼k

Ci−a
iþ j−a−b

2iþ j−a−b mi; j . Then, Eq. (18) can be

obtained.

Theorem 2 gives the amount of data forwarding of all

nodes in Grid network, and combined with Eq. (13), the en-

ergy consumption of the bottleneck node can be obtained.

The position of the redundant packets: In the above,

the energy consumption of the bottleneck node has been

obtained. Therefore, the location of redundant packets

for each node as in Theorem 3.

Theorem 3: For grid network, using the residual energy

of nodes in the network to transmit redundant packets, the

storage layer of redundant packets is as follows:

Y ¼ i1 þ j1−1

s:t:Di1; j1 þ
Ca−i1

aþb−i1− j1

2aþb−i1− j1
ma;b < Dmax

Di2; j2 þ
Ca−i2

aþb−i2− j2

2aþb−i2− j2
ma;b > Dmax j i2 þ j2−1 < 1

i1 þ j1 ¼ i2 þ j2−1

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

ð19Þ

where ma, b is the number of packets that Sa, b needs

to send.

Proof: It is easy to know in the grid network that the

layer of the node is equal to (i + j − 1) (The node with

the same number of hops are in the same layer). The

closer the node is to sink, the lower layer which is lo-

cated. Therefore, when we require that redundant data

be transmitted to nodes as close as possible to the sink,

it is required to transmit to the node with the smallest

sum of node number.

When the number of non-redundant packets per node

is known, according to Eq. (18), the data forwarding

amount of each node can be calculated; thus, the max-

imum amount of data forwarded by the node in network

is equal to Dmax. Therefore, it is only necessary to ensure

that the amount of data caused by transmitting redun-

dant data does not exceed Dmax and will not reduce the

network lifetime.

For the node Si1; j1 in (i1 + j1 − 1)th layer, if the redun-

dant data of Sa, b can be transmitted to Si, j, the follow-

ing conditions will inevitably be satisfied

Di1; j1 þ
Ca−i1

aþb−i1− j1

2aþb−i1− j1
ma;b < Dmax

In order to ensure the transmit to the node as close to

the sink as possible, it also needs to satisfy the following:

Di2; j2 þ
Ca−i2

aþb−i2− j2

2aþb−i2− j2
ma;b > Dmax

Or the next layer of the node has already reached the

sink, that is:

i2 þ j2−1 < 1

Reorganizing the above, we can get (19).

Theorem 3 gives the storage position of redundant

data. Therefore, the supplementary data send position in

the supplementary data stage also can be known, so the

final energy consumption is obtained. However, to ob-

tain the storage location of redundant data, it is neces-

sary to obtain the energy consumption of the bottleneck

node. The energy consumption of the bottleneck node is

related to the distribution of non-redundant data, so the

distribution of non-redundant data needs to be known.

The distribution of redundant data: Since the matrix

completion technique cannot recover data matrices in the

case of empty rows or empty columns, there exist certain

requirements on the number of redundant packets on

each sensor.

In ref. [54], the authors have proved that when the col-

lected data obeys Bernoulli distribution, the matrix with

missing data can be recovered using matrix completion

techniques. We also use the Bernoulli distribution model

to determine the number of redundant data packet per

node. Theorem 4 gives the number of redundant packets

per node under Bernoulli distribution.

Theorem 4: In Bernoulli distribution model, the net-

work collects T rounds of data, and the expected num-

ber of non-redundant packets that each node needs to

send is:

mi ¼
NT−m

N
ð20Þ

where N is the number of nodes.

Proof: In Bernoulli distribution model, the probability

that each packet is a redundant packet is the same, and

in the transmission of T-round data, the total number of

packets that need to be collected is NT. Therefore, the

probability that a given packet is redundant is 1
NT

.

Thus, the number of redundant packets per node is
1
NT

∙T ∙m ¼ m
N
.

In the Bernoulli model, the expected number of

non-redundant packets for each node is

mi ¼
NT−m

N

Theorem 4 gives the number of non-redundant

packets per node in the Bernoulli distribution model,

which can also get the amount of data forwarded by the

bottleneck node.
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Since the number of retransmissions of nodes at each

layer is different, the data each node sends has different

contributions to the data amount of the bottleneck

node. In addition, the distribution of redundant data is

uniform under the Bernoulli distribution; therefore, a

method of unbalanced distribution of redundant data

can be used to reduce the data amount of the bottle-

neck node.

In order to satisfy the requirement for the matrix

completion technique to recover the matrix, the prob-

ability that empty rows or empty columns are required

to be less than the Bernoulli distribution. Then, the

minimum amount of non-redundant data per node is

given in Theorem 5.

Theorem 5: For a data matrix, when the matrix can be

recovered, the minimum amount of data that each sen-

sor node needs to collect is:

x >
mT þm

NT þm
ð21Þ

Proof: Define event F is an event that does not collect

data packets for a column, and x is the packet that is

collected in a sensor node (a row in the matrix).

In the Bernoulli distribution model, the probability

that a column has not collected any packets is

PB ¼ 1−
m

NT


 �N

¼ NT−m

NT

� �N

When there are x packets in a row, the probability that

a column has no data packets is

P ¼ 1−
Cx−1

T

Cx
T

� �N

¼ T−2xþ 1

T−xþ 1

� �N

To make P < PB, we have

T−2xþ 1

T−xþ 1
<

NT−m

NT

Therefore, we can get

x >
mT þm

NT þm

Theorem 6: In T-round data collection, the ex-

pected value of each node’s redundant data packets

under the Bernoulli distribution model is less than

the maximum number of redundant data packets that

the matrix can recover.

T−
mT þm

NT þm
>

NT−m

N

Proof: According to Theorem 5, under the condition

of recovery by matrix completion technology, the mini-

mum number of non-redundant data packets per node

is mTþm
NTþm

, so the number of redundant packets is

Rmax ¼ T−
mT þm

NT þm

According to Theorem 3, the number of redundant

data packets per node in Bernoulli distribution model is

RBer ¼
NT−m

N

Let f ðTÞ ¼ Rmax−RBer ¼ ðNTÞ2−mN−NTþm
NðNTþmÞ .

Obviously, N(NT +m) must be greater than 0, so

only need to prove (NT)2 −mN −NT +m, and let

g(T) = (NT)2 −mN −NT +m.

The derivative of g(T) is

g 0 Tð Þ ¼ 2N2T−N ¼ N 2NT−1ð Þ

Therefore, g(T) is a monotonically increasing function

in [1, +∞), and it is obviously that g(1) is greater than 0,

so it can be concluded that g(T) is greater than 0, so

Rmax > RBer.

According to Theorem 5, each sensor node needs to

successfully send at least x data packets to sink to ensure

that the probability of empty rows or empty columns is

less than the Bernoulli distribution. Theorem 6 gives

proof that the minimum required data in each row for

matrix completion is less than the data of each row on

Bernoulli distribution model. Therefore, the unbalanced

distribution of redundant data packets of nodes can also

reduce the maximum energy consumption.

Therefore, a new scheme of unbalanced of redundant

data (UORD) distribution is proposed, and in the UORD

distribution, the number of redundant data packets per

node is determined by the amount of data forwarded by

each node, as given in Algorithm 1.

Figure 4 shows the number of non-redundant packets

per node with the LRDC scheme. The number of nodes

in the network is 100, and the sum of non-redundant

packets at the same hop to the sink is counted. It can

be clearly seen that with the Bernoulli distribution, the

amount of non-redundant data reduced by each node is

uniform. However, with the UORD distribution, the

non-redundant data for the node with a small number

of hops from the sink will not be decreased, but the
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non-redundant data for the node with a large number of

hops from the sink will be greatly reduced. This is because

in the grid network, there is only one node that has only

one hop from the sink. In other words, the data packets of

all the nodes will be forwarded through this node. There-

fore, the data load of this node is the largest, and thus, it is

better to reduce the non-redundant data of the nodes with

more hops because the number of retransmission times of

a data packet sent by the nodes is large.

Figure 5 shows the storage location of redundant data.

It can be seen that if matrix completion technique is not

used, supplementary data only can be sent from itself. In

the network with LRDC scheme, redundant data can be

transmitted to the node with only two hops from sink

when the redundant data meets the Bernoulli distribution.

In the UORD distribution, redundant data packets are also

transmitted to nodes that are only two hops from the sink.

But, since the node with a small hop does not have redun-

dant data packets, these nodes only can send supplemen-

tary data from itself.

Since the success rate of the transmission does not

reach 100% when the non-redundant data is transmit-

ted, there is still some data loss. Therefore, sink

broadcast informs the corresponding node to send
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Fig. 4 The number of non-redundant data of nodes in grid network
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data again. However, In LRDC scheme, we can directly

transmit the redundant data stored in the nodes near

to sink as supplementary data, so the energy con-

sumption of each node under the LRDC scheme is as

theorem 7.

Theorem 7: For grid network under the LRDC

scheme, when the network transmits T-round of data,

the energy consumption of each node is:

Ei; j ¼
Eb Dnon

i; j þ Dr
i; j þ Ds

i; j


 �

iþ j−1≥Y

Eb Dnon
i; j þ Ds

i; j


 �

iþ j−1 < Y

8

<

:

ð22Þ

where Y is the storage location of Si, j redundant data.

Proof: In the transmission of T-round of data, the

energy consumption of the LRDC scheme may consist

of three parts, including the energy consumption for

transmitting non-redundant data packets, the energy

consumption for transmitting redundant data packets,

and the energy consumption for supplementary data

transmission.

It is easy to know that the number of non-redundant

packets need to send is xi, j. According to formula (17),

adopting retransmission mechanism, the number of data

packets that each node needs to send is mnon
i; j , so from

Theorem 1, the amount of data forwarded by each node

is Dnon
i; j .

The transmission of redundant data packets also

adopts the retransmission mechanism. Therefore, the

number of redundant data packets that each node needs

to send is mr
i; j . However, the transmission of redundant

data packets cannot pass through the bottleneck node.

Thus, for node with i + j − 1 ≥ Y, Theorem 1 can be used

to obtain the amount of data forwarded by each node

Dr
i; j , and for the remaining nodes, the amount of data

forwarded is 0.

For supplementary data transmission, because the re-

transmission mechanism only guarantees the probability

of successful transmitted is δ, so the probability of loss

when transmitting non-redundant packets is (1 − δ); there-

fore, the number of supplementary data packets of nodes

need to send is ⌈(1 − δ)xi, j⌉. The node with redundant

data send supplementary data from nodes that store re-

dundant data, and the node without redundant data send

supplementary data from itself. Considering node Si0; j0 has

stored redundant data for node Si, j, so the number of

packets that node needs to send is ms
i0; j0 , then according to

Theorem 1 can get the amount of data forwarded by each

node is Ds
i; j.

Fig. 6 Illustration of planar network with LRDC scheme
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Reorganizing the above, we can get the energy con-

sumption of the network as below

Ei; j ¼
Eb Dnon

i; j þ Dr
i; j þ Ds

i; j


 �

iþ j−1≥Y

Eb Dnon
i; j þ Ds

i; j


 �

iþ j−1 < Y

8

<

:

Theorem 7 gives the energy consumption of each node

in grid network. Therefore, the maximum energy con-

sumption also can be obtained.

Because in the LRDC scheme, redundant data is trans-

mitted to nodes near the sink, so the number of hops to

transmit supplementary data is greatly reduced, thereby

reducing the delay of supplementary data transmission.

Under this condition, the delay of each node in the grid

network is calculated as Theorem 8.

Theorem 8: For grid network, with the LRDC scheme,

the delay for each node is:

φi; j ¼ mi; jςk1 þ T−mi; j

� 	

ςk2 þ 1−δð Þmi; j

� 

ςk3 ð23Þ

Proof: In grid network, considering the delay of Si, j,

the delay also can be divided into three parts, including

the delay caused by transmitting non-redundant data

packets, the delay caused by transmitting redundant

data packets, and the delay caused by supplementary

data transmission.

For the delay caused by the transmission of non-

redundant data packets, it is considered that Si, j trans-

mitted to the sink through k1 hops. Therefore, under the

retransmission mechanism, the delay for transmitting

this part of data is mi; jςk1 .

When transmitting redundant data, it only need to en-

sure that redundant data is transmitted to the node

where it is stored, and the storage location can be ob-

tained by Theorem 3. Therefore, the number of hops

from Si, j to the storage location, which is considered k2,

so the delay of this part is ðT−mi; jÞςk2 .
Finally, in the LRDC scheme, the supplemental

transmission process requires the transmission of ⌈(1

− δ)mi, j⌉ supplementary data packets, and transmis-

sion can start from the node that stores the redun-

dant data packet. Considering that the number of

hops from node for storing redundant packets to sink

is k3, the delay is dð1−δÞðT−miÞeςk3 .
Then, we can have

φi; j ¼ mi; jςk1 þ T−mi; j

� 	

ςk2 þ 1−δð Þmi; j

� 

ςk3

5.3 LRDC scheme in grid network

In the following, a more common planar random net-

work model [16] will be studied, as shown in Fig. 6.

The sensor nodes in the network are randomly and

evenly deployed in a circle with radius R, and the transmis-

sion radius of each node is considered to be d. From Fig. 6,

it can be seen that the backup data will only be transmitted

to its storage location and will not pass through the bottle-

neck node. Only when the sink sends a signal to transmit

supplementary data, a small amount of backup data will be

transmitted to the sink as supplementary data.

Similarly, the energy consumption of the bottleneck

node in LRDC scheme needs to be analyzed. By using

the shortest path method [16] to transmit data, at a
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distance of x meters from the sink, the number of

data forwarding is:

Dx ¼ z þ 1ð Þ þ z 1þ zð Þd
2x

ð24Þ

where z is an integer that makes x + zd just smaller than R.

Energy consumption of bottleneck node: According to

Eq. (24), when each node sends a data packet, the num-

ber of forwarding data of each node of the network can

be calculated. However, since the number of data that

each node needs to send may not be the same, the num-

ber of data that each node forwards needs to be recalcu-

lated as Corollary 1.

Corollary 1: In the T-round of data collection, the

number of data forwarded by the node with the distance

x from sink is:

Dx ¼ λx þ
λxþd xþ dð Þ þ⋯þ λxþzd xþ zdð Þ

x
ð25Þ

Fig. 7 Schematic diagram of planar network data transmission
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Fig. 8 The number of redundant data packets per layer in planar network
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where λx + kd represents the data amount of the node in

the region between x + kd and x + (k + 1)d.

Proof: As shown in Fig. 7, considering the node nx is
located in Si, k, and the width of the ring is dx. When dx
is very small, the area where nx is located can be approx-
imated as a rectangle. At the same time, due to dx is very
small, the amount of data that the nodes forward in the
same rectangle can be considered the same. Therefore,
the area where nx is located is

Si;k ¼ αxdx

And the number of nodes in this area is

Nx ¼ Si;kρ ¼ αxdxρ

This area needs to transmit λx data in T-round data

collection, so the amount of data in T-round data

collection is

Dx ¼ λxNx

It can be seen in Fig. 7 that the area where nx is lo-

cated will forward the data in Sx + r, k, Sx + 2r, k, ⋯, Sx + zr,

k(z is the maximum value that satisfy x + zr ≤ R), so the

total amount of data forwarded is

1 2 3 4 5

0

50

100

s
e

d
o

n
f

o
r

e
b

m
u

n
e

h
T

The number of hops

 The strategy without matrix completion

 LRDC scheme: bonoulli distribution

 LRDC scheme: UORD distribution
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λxNx þ λxþrNxþr þ⋯þ λxþzrNxþzr

Therefore, the amount of forwarding data for each

fan-shaped ring where nx is located is

Dx ¼ λxNx þ λxþrNxþr þ⋯þ λxþzrNxþzrð Þ=Nx

¼ λx þ
λxþr xþ rð Þ þ⋯þ λxþzr xþ zrð Þ

x

Corollary 1 gives the amount of data to be for-

warded by each node when each node sends different

amounts of data in the planar network. Therefore, the

energy consumption of the bottleneck node in LRDC

scheme can be obtained.

The position of the bottleneck node: Similar to the

grid network, considering that nodes with the same

hops are in the same layer, the position of redundant

data storage also can be obtained.

Theorem 9: In the planar network, for a node with

distance x from sink, it stores the redundant data in

the Yth layer, and Y is calculated as follows:
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Y ¼ x−zd−1

d
þ 1

s:t:Dx−zd þ
λxx

x−zd
< Dmax

Dx− zþ1ð Þd þ
λxx

x− z þ 1ð Þd > Dmax j x− z þ 1ð Þd≤0

8

>

>

>

>

>

<

>

>

>

>

>

:

ð26Þ

Proof: When the amount of non-redundant data of each

node in the network is known, the amount of data Dx for-

warded by each node can be obtained by Corollary 1 so as to

obtain the maximum amount of data Dmax to be forwarded.

Considering that node A located at the distance of sink

(x − zd) meter, and node B located at the distance of sink x

meter. By Corollary 1, it can be obtained that the node A

will forward the amount of data transmitted by node B is
λxx
x−zd

. Therefore, if the redundant data can be transmitted

to the node where the sink distance is (x − zd), must be

satisfied

Dx−zd þ
λxx

x−zd
< Dmax

In addition, the redundant data required to be trans-

mitted to the area closest to the sink. Therefore, to sat-

isfy the above conditions, the following should hold:
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Fig. 13 The total energy consumption of networks under UORD distribution
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Fig. 14 The maximum energy consumption of networks under UORD distribution
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Dx− zþ1ð Þd þ
λxx

x− z þ 1ð Þd > Dmax

Or the next hop is arrived at the sink, that is

x− z þ 1ð Þd≤0

Therefore, the nearest location to which redundant

data packets can be transmitted is obtained, so it is pos-

sible to calculate how many hops are stored in the node

that is away from sink.

Theorem 9 shows the storage location of redundant

data. It also needs to know the distribution of redundant

data packets to get the storage position of redundant

data.

In the planar network, similar to the grid network,

according to Theorem 4, redundant data packets can

be evenly distributed on each sensor node. Similarly,

according to Theorem 5 and Theorem 6, the mini-

mum required non-redundant data for each node can

be known and it is less than that in the Bernoulli dis-

tribution. Therefore, under UORD distribution, the

energy consumption of the bottleneck node is smaller.

How to distribute the redundant data packets is shown

in Algorithm 2.

Figure 8 shows the sum of the number of non-redundant

packets of nodes with the same number of hops in a planar
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Fig. 15 The maximum energy consumption reduction ratio under UORD distribution
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Fig. 16 The maximum delay of transmitting supplementary data
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network. It can be seen that the area of each layer gradually

increases, and the number of nodes in each layer gradually

increases. Therefore, when matrix completion technique is

not used, the total number of data packets to be sent per

layer increases linearly. Because in the Bernoulli distribu-

tion, redundant data packets are uniformly distributed on

each node, the total number of data packets to be sent per

layer is also linearly increasing. In UORD distribution, re-

dundant data is mainly distributed in high-layer nodes due

to the higher number of retransmissions in high-layer node.

Figure 9 shows the location of redundant data packets

stored in each node of planar network in LRDC scheme.

It can be seen that in a network without using matrix

completion technique, each node does not have redundant

data, so it is necessary to send data from the original node.

In the network using the LRDC scheme, it can be seen

that under the Bernoulli distribution, almost all redundant

data of nodes are stored at the node that is from one hop

from away from sink. Additionally, in the UORD distribu-

tion, some nodes still need to send data from itself, be-

cause they do not have redundant data packets.

Therefore, the storage location of redundant data has

been obtained, and the amount of data forwarded by

each node can be obtained, so the energy consumption

of each node can also be obtained as in Theorem 10.

Theorem 10: For a planar network, using the LRDC

scheme, the energy consumption of each node in the

network is
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Fig. 17 The delay reduction rate for transmitting supplementary data
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Ex ¼
Eb Dnon

x þ Dr
x þ Ds

x

� 	 x−1

d
þ 1≥Y

Eb Dnon
x þ Ds

x

� 	 x−1

d
þ 1 < Y

8

>

<

>

:

ð27Þ

where Y is the location pf redundant packets for the

node that distance from sink is x.

Proof: Similar to the grid network, the energy consump-

tion of transmission can also be divided into three parts.

For the energy consumption for transmitting non-

redundant data, considering that the node’s non-

redundant data is mx, Similar to Theorem 7, the amount

of data that uses the retransmission mechanism can be

obtained, and the amount of data forwarded by each

node can be obtained according to (27) as Dnon
x .

For redundant data packets, according to Theorem 8, the
location to store redundant data packets can be obtained.
The amount of redundant data of the node is T−mx. Similar

to the grid network, when the number of layers (x−1
d
þ 1) of

the node is greater than the number of layers of the bottle-
neck node, according to Eq. (27), the amount of data
forwarded by the node is Dr

x, while for the remaining nodes,

the amount of data forwarded by the node is 0.

The supplementary data transmission is the same as in

grid network. Theorem 8 can obtain the location of redun-

dant data. When the redundant data of nodes is stored by

other nodes, the supplementary data of the nodes is sent by
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Fig. 19 The maximum delay in grid network
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other nodes. When the node’s redundant data is still in the

original node or there is no redundant data, the supple-

mentary is sent by itself. Therefore, it can also obtain the

amount of data Ds
x by each node according to Corollary 1.

Reorganized the above, the energy consumption can

be given as:

Ex ¼
Eb Dnon

x þ Dr
x þ Ds

x

� 	 x−1

d
þ 1≥Y

Eb Dnon
x þ Ds

x

� 	 x−1

d
þ 1 < Y

8

>

<

>

:

Theorem 10 gives the energy consumption of various

places in the planar network under LRDC scheme. With

this theorem, the maximum energy consumption of the

network under different distributions of redundant data

can be obtained.

Similarly, the LRDC scheme stores redundant data to

nodes near the sink, so it also reduces the delay of net-

work and the delay is as given in Theorem 11.

Theorem 11: For a planar network, the delay of each

node under the LRDC scheme is as follows:

φx ¼ mxςk1 þ T−mxð Þςk2 þ 1−δð Þmxd eςk3 ð28Þ

Proof: For a planar network, considering the node with

the distance x from the sink, similar to grid network, the

delay is also divided into three parts.
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Fig. 21 The energy consumption of nodes in planar network under Bernoulli distribution
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For the delay caused by the transmission of non-

redundant data packets, it is considered that the nodes

in the Sx area need to pass k1 hops to sink. Therefore,

under the retransmission mechanism, the delay for

transmitting this part of the data is mxςk1 .

When transmitting redundant data, it is sufficient to en-

sure that the redundant data arrives at the node where the

redundant data is stored, and the storage location can be

obtained by Theorem 8. Therefore, the number of hops

from the Sx area to the storage location can be obtained.

Considering that is k2, this part of the delay is ðT−mxÞςk2 .
Finally, in the LRDC scheme, the Sx area needs to be

supplemented with ⌈(1 − δ)mx⌉ data packets in the sup-

plementary transmission, and the transmission can be

started directly from the node where redundant data

packet is stored. Supposing that the number of hops

from the node that stores the redundant data packet to

sink is k3, the delay is dð1−δÞmxeςk3 .

6 The experimental results and discussion
In this section, simulation results for LRDC scheme are

provided. In the following simulations, the performance

in grid networks is first evaluated. Due to the large

amount of similarities in the collected data, it is consid-

ered that the rank of data matrix is 5, the transmission

radius of each node is 30 m, and the total number of

sensor nodes on the network is 100.

6.1 Performance evaluation in grid network

First, the performance of the network is evaluated for the

LRDC scheme. When redundant data obeys Bernoulli dis-

tribution, the data packets on each sensor node is uniform.

Therefore, the energy consumption of each node in the net-

work can be calculated according to Eq. (23). The total en-

ergy consumption of the network is shown in Fig. 10.

Figure 10 shows the total energy consumption at dif-

ferent bit error rates. It can be seen that the total

energy consumption of the network increases with the

increase of the bit error rate. It can also be seen that

the total energy consumption using the matrix comple-

tion technique and without the matrix completion

technique has no obvious improvement. This is be-

cause the LRDC scheme uses the residual energy in

the node to transmit redundant data to the node close

to sink.

Figure 11 is the maximum energy consumption of

the network. The maximum energy consumption using

the LRDC scheme is greatly reduced compared with

the scheme without using matrix completion. Com-

bined with Fig. 12, it can be seen that the maximum

energy consumption of the network is reduced by

about 27.6%, and the improvement is similar under dif-

ferent bit error rates. Therefore, the LRDC scheme has

a significant improvement in network lifetime.

From the above, it can be seen that the LRDC scheme

can improve the network lifetime under Bernoulli dis-

tribution model, but the network lifetime can be further

optimized. Next, the effect of UORD distribution on

network performance will be studied.

Figure 13 shows the total energy consumption of the

LRDC scheme under the UORD distribution. It can be

seen that the total energy consumption is slightly

reduced under the UORD distribution. The improve-

ment is the same as Bernoulli distribution, and UORD

distribution also has little effect on reducing the total

energy consumption.

Figure 14 shows the maximum energy consumption of

the network. It can be clearly seen that the maximum en-

ergy consumption of UORD distribution is the lowest.

Combined with Fig. 15, the maximum energy consumption

of the LRDC scheme under two distributions can be

reduced by more than 27.6%, compared with the network

without using matrix completion technique. Moreover, as
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the bit error rate increases, the improvement under the

UORD distribution will increase, the optimized effect can

exceed 32.5%.

Since redundant data is stored in the near-sink node

in LRDC scheme, delay can be reduced during the data

retransmission.

Figure 16 is the maximum delay for transmitting supple-

mentary data in grid network. Due to the supplementary

data is stored in the near sink node in UORD distribution

so the optimization effect of the UORD distribution is bet-

ter. From Fig. 17, under the Bernoulli distribution, the

delay of the supplementary data transmission is reduced

by at least 28.9%, and under the UORD distribution, there

is an obvious reduction in high bit error rate, which can

be reduced to 39.6%.

Figure 18 shows the delay of nodes in grid network

with different hops to sink. It can be seen that in the

Bernoulli distribution model, the delay of all nodes in

network is reduced, but under the UORD distribution,

the delay of near sink node is not improved. This is be-

cause the number of retransmissions away from sink is

high, and reducing the amount of data can reduce more

energy consumption.

Figure 19 shows the maximum delay of the network. It

can be seen that the difference in maximum delays be-

tween the Bernoulli distribution and UORD distribution
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Fig. 23 The maximum energy consumption reduction ratio
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is small. Combined with Fig. 20, the network that is

using LRDC scheme has better delay compared with the

network without using the LRDC scheme, but the gain

is not large. The maximum delay of the entire network

can only be reduced by about 8.7% at most, and as the

bit error rate increases, the gain will also increase.

6.2 Performance evaluation in planar network

In the following experiments, a more common planar

network is considered. There are total of 100 nodes in

the network, and each node transmits 100 rounds of

data. The transmission radius of node is 30 m, and the

radius of the network is 150 m.

Figure 21 shows the energy consumption of various

regions in the network. It can be seen that in the

near-sink region, the energy consumption of the nodes

is obviously reduced. In the area closest to sink, the en-

ergy consumption can be reduced by approximately

37.5%, and there is no obvious improvement under dif-

ferent modulation rates.

First, the maximum energy consumption of a planar

network under Bernoulli distribution is studied. As

shown in Fig. 22, the energy consumption of the LRDC

scheme is lower than that of not using matrix comple-

tion technique. Combined with Fig. 23, it can be seen

that the maximum energy consumption is reduced by
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Fig. 25 The energy consumption reduction ratio in planar network under UORD distribution
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more than 29.4% compared to a network without matrix

completion technology, and with the increase of the bit

error rate.

Figure 24 shows the energy consumption of the network

under the UORD distribution of the LRDC scheme. It can

be seen that the improvement is very small in the region

of the far sink node, as in the Bernoulli distribution. How-

ever, as can be seen in Fig. 25, in the near-sink region, the

energy consumption of the network under UORD distri-

bution is reduced by up to approximately 57.2%, and the

near-sink region is the region with the highest energy con-

sumption in the planar network, so the UORD distribu-

tion improves network lifetime well.

Figure 26 shows the maximum energy consumption of

the network under both distributions. It is clear that the

maximum energy consumption of the two distributions

using the LRDC scheme is smaller than that without the

matrix completion technique. The maximum energy

consumption of the network is reduced by 57% under

the UORD distribution.

Figure 27 shows the maximum delay of the network

during the supplementary data transmission. It can be

seen that the LRDC scheme can significantly reduce the

delay when transmitting supplementary data. As shown in

Fig. 28, it can be seen that as the bit error rate increases,

the gain of LRDC scheme increases. The maximum delay

1.0x10
-4

2.0x10
-4

3.0x10
-4

4.0x10
-4

5.0x10
-4

6.0x10
-4

0

30

60

90

at
a

d 
yr

at
n

e
m

el
p

p
u

s f
o 

y
al

e
d 

m
u

mi
x

a
m 

e
h

T

The bit error rate

 The strategy without matrix completion

 LRDC scheme: Bernoulli distribution

 LRDC scheme: UORD distribution

Fig. 27 The delay for transmitting supplementary data in planar network
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of supplementary data transmission is reduced by more

than 80% at high bit error rates.

Figure 29 shows the delay of each node in the net-

work. It can be seen that under the Bernoulli distribu-

tion, the delay of the nodes in each area will have the

improvement, but under the UORD distribution, it only

has a larger improvement for delay in some regions. This

is because in the UORD distribution, redundant data is

concentrated on some nodes that contribute to the node

with the highest energy consumption, and the total

amount of redundant data is limited, resulting in many

areas without delay improvement.

Figure 30 shows the maximum delay of the network

under different bit error rates. The maximum delay of the

network will increase with the increase of bit error rate.

As can be seen in Fig. 31, the UORD distribution is better.

Similar to the Bernoulli distribution, with the increase of

bit error rate, we can have more improvements. The re-

duction ratio of delay can exceed 17.9% at most.

7 Conclusion
In this paper, we propose an LRDC strategy based on

matrix completion technique to optimize the performance

in terms of network lifetime and delay. Different from

existing works, the proposed scheme makes efficient use

of the correlation of the data collected by the sensor

nodes. By so doing, only a part of the data is collected, all

the data can be recovered using the matrix completion
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technique, thereby reducing the energy consumption of

the transmission and increasing the network lifetime. At

the same time, simply reducing the number of data

packets sent by each node cannot effectively improve the

energy efficiency of the network. There is still residual en-

ergy in the area far away from CC, so we can use this part

of energy to transfer the backup data set of each node in

the network to the area near the CC. Once the data is lost

due to the unreliability of data transmission, the data can

be supplemented directly from the nodes near CC to sat-

isfy the amount of data required by the matrix completion

technique, which can reduce delay, while not drastically

affecting the network lifetime.
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