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The identification of signals of very recent positive selection provides information about the adaptation of modern
humans to local conditions. We report here on a genome-wide scan for signals of very recent positive selection in favor
of variants that have not yet reached fixation. We describe a new analytical method for scanning single nucleotide
polymorphism (SNP) data for signals of recent selection, and apply this to data from the International HapMap Project.
In all three continental groups we find widespread signals of recent positive selection. Most signals are region-specific,
though a significant excess are shared across groups. Contrary to some earlier low resolution studies that suggested a
paucity of recent selection in sub-Saharan Africans, we find that by some measures our strongest signals of selection
are from the Yoruba population. Finally, since these signals indicate the existence of genetic variants that have
substantially different fitnesses, they must indicate loci that are the source of significant phenotypic variation. Though
the relevant phenotypes are generally not known, such loci should be of particular interest in mapping studies of
complex traits. For this purpose we have developed a set of SNPs that can be used to tag the strongest ;250 signals of
recent selection in each population.
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Introduction

The evolution of modern human populations has been
accompanied by dramatic changes in environment and
lifestyle. In the last 100,000 years, behaviorally modern
humans have spread from Africa to colonize most of the
globe. In that time, humans have been forced to adapt to a
wide range of new habitats and climates. Following the end of
the last ice age, 14,000 years ago, there was a major warming
event that raised global temperatures to roughly their current
levels. Further dramatic changes occurred with the transition
from hunter-gatherer to agricultural societies, starting about
10,000–12,000 years ago in the Fertile Crescent, and a little
later elsewhere. This was also a period marked by rapid
increases in human population densities. Increased popula-
tion density promoted the spread of infectious diseases, as
did the new proximity of farmers to animal pathogens [1,2].

Each of these kinds of changes likely resulted in powerful
selective pressures for new genotypes that were better suited
to the novel environments. Indeed, there are a number of
recent reports of genes that show signals of very strong and
recent selection in favor of new alleles: for example, in
response to malaria [3–5]; at the lactase gene in response to
dairy farming [6]; at a salt sensitivity variant in response to
climate [7]; and in genes involved in brain development [8,9].

To date, the best examples of recent selection in humans
have all been discovered in studies of candidate genes where
there was a prior hypothesis of selection. Hence, very little is
known about how widespread such signals are; nor is there
unbiased information about what kinds of genes or biological
processes are most involved in the adaptation of modern
humans. It is unclear whether these genes are the same kinds
of genes that were most important in the earlier evolution of
the Homo lineage, as identified from comparisons with
chimpanzees [10–12]. It is also not known to what extent
recent selective events have been geographically restricted, as
opposed to taking place in all populations. A number of

recent studies have detected more signals of adaptation in
non-African populations than in Africans [13–17], and some
of those studies have conjectured that non-Africans might
have experienced greater pressures to adapt to new environ-
ments than Africans have.
In this study, we use newly available, dense, single

nucleotide polymorphism (SNP) data from the International
HapMap Project [18] to create a first-generation map of
selection across the human genome. Our search is aimed at
finding loci where there is strong, very recent, selection in
favor of alleles that have not yet reached fixation. By doing so,
we aim to provide preliminary answers to these questions
about the nature and extent of recent adaptation in modern
humans. The loci that we identify will start to fill in the details
about the ways in which modern humans have adapted to the
selective pressures in the most recent stage of our evolution.
Furthermore, signals of selective sweeps in progress

indicate the presence of genetic variants that must have
some significant effect on human phenotypic variation.
Though the actual target and the nature of the selection
are usually not immediately clear, it may well be that many of
these variants affect complex phenotypes of medical rele-
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vance [19,7,20–22]. For this reason, we believe that a
‘‘selection map’’ of ongoing sweeps in the human genome
will become an important aspect of annotation for the human
genome sequence. Genome-wide association studies should
be sure to tag haplotypes that appear to be targets of
selection, and such haplotypes will be of particular interest if
they produce association signals in mapping studies. To this
end, we have created files of tag-SNPs that can be used to tag
the major selection signals in each HapMap population, and a
web tool, Haplotter, at http://pritch.bsd.uchicago.edu/data.
html, that can be used to query any HapMap SNP for
evidence of selection.

Results

We analyzed genome-wide SNP data from Phase 1 of the
International HapMap Project [18]. These data consist of
;800,000 polymorphic SNPs in a total of 309 unrelated
individuals. For the purpose of our analyses, we grouped the
data into three distinct population samples of unrelated
individuals, as follows (see Materials and Methods): 89
Japanese and Han Chinese individuals from Tokyo and
Beijing, respectively, henceforth denoted as East Asian
(ASN), 60 individuals of northern and western European
origin (CEU), and 60 Yoruba (YRI) from Ibadan, Nigeria.
Except where stated, our analyses focused on the autosomes
only. Our analysis was based on haplotypes estimated by the
HapMap Consortium using the program Phase 2 [18,23]. We
estimated genome-wide, high-resolution LD-based recombi-
nation maps separately for all 3 samples, using our
implementation of the Li and Stephens algorithm [24].

The goal in our study is to identify loci where strong
selection has driven new alleles up to intermediate frequency.
Such alleles might be on their way to fixation, or might
become balanced polymorphisms. The classic signal of strong
directional selection is that because the favored allele
increases in frequency very fast, it tends to sit on an unusually
long haplotype of low diversity. Meanwhile, chromosomes
that do not carry the selected allele have levels of diversity
and LD that are more typical of the genome as a whole. This
type of signal has been used in the past to argue for selection
in a number of genes in humans and in Drosophila
[3,5,6,8,9,25–29].

Since our data consist of pre-ascertained SNPs, they do not
directly contain information about the underlying levels of
nucleotide diversity. Nonetheless, we can expect that favored
alleles will generally sit within large shared haplotypes, and
that these haplotypes will be in sharp contrast with the more
variable haplotypes on the unselected background (Figure
1A). In order to pursue this type of signal for genome-wide
SNP data, we have developed a new test statistic that we
denote iHS (integrated haplotype score). The iHS was chosen
after performing extensive simulations to determine the most
powerful statistic from a number of new and previously
published test statistics (see below and Figure S1).

Our new test begins with the EHH (extended haplotype
homozygosity) statistic proposed by Sabeti et al. [5]. The EHH
measures the decay of identity, as a function of distance, of
haplotypes that carry a specified ‘‘core’’ allele at one end. For
each allele, haplotype homozygosity starts at 1, and decays to
0 with increasing distance from the core site (Figure 1B). As
shown in the figure, when an allele rises rapidly in frequency

due to strong selection, it tends to have high levels of
haplotype homozygosity extending much further than ex-
pected under a neutral model. Hence, in plots of EHH versus
distance, the area under the EHH curve will usually be much
greater for a selected allele than for a neutral allele. In order
to capture this effect, we compute the integral of the
observed decay of EHH away from a specified core allele
until EHH reaches 0.05. This integrated EHH (iHH) (summed
over both directions away from the core SNP) will be denoted
iHHA or iHHD, depending on whether it is computed with
respect to the ancestral or derived core allele. Finally, we
obtain our test statistic iHS using

unstandardized iHS ¼ ln
iHHA

iHHD

� �
: ð1Þ

When the rate of EHH decay is similar on the ancestral and
derived alleles, iHHA/iHHD ’ 1, and hence the unstandar-
dized iHS is ’ 0. Large negative values indicate unusually
long haplotypes carrying the derived allele; large positive
values indicate long haplotypes carrying the ancestral allele.
Since in neutral models, low frequency alleles are generally
younger and are associated with longer haplotypes than
higher frequency alleles, we adjust the unstandardized iHS to
obtain our final statistic which has mean 0 and variance 1
regardless of allele frequency at the core SNP:

iHS ¼
ln iHHA

iHHD

� �
� Ep ln iHHA

iHHD

� �h i

SDp ln iHHA
iHHD

� �h i : ð2Þ

The expectation and standard deviation of ln(iHHA/iHHD)
are estimated from the empirical distribution at SNPs whose
derived allele frequency p matches the frequency at the core
SNP. The iHS is constructed to have an approximately
standard normal distribution and hence the sizes of iHS
signals from different SNPs are directly comparable regard-
less of the allele frequencies at those SNPs. Since iHS is
standardized using the genome-wide empirical distributions,
it provides a measure of how unusual the haplotypes around a
given SNP are, relative to the genome as a whole, and it does
not provide a formal significance test.
In our data analysis, iHS is computed for every SNP with

minor allele frequency . 5%, treating each SNP in turn as a
core SNP. The iHS at each SNP measures the strength of
evidence for selection acting at or near that SNP. However in
simulations we have found that instead of treating each SNP
separately, it is more powerful to look for windows of
consecutive SNPs that contain numerous extreme iHS scores
(Figure S2). This is because selective sweeps tend to produce
clusters of extreme iHS scores across the sweep region, while
under a neutral model, extreme iHS scores are scattered
more uniformly (unpublished data).
In principle, we might expect that large negative iHS

scores, indicating that a derived allele has swept up in
frequency, are of the most interest. However, in simulations, a
sweep can also produce large positive iHS values at nearby
SNPs if ancestral alleles hitchhike with the selected site.
Furthermore, it is plausible that selection may sometimes
switch to favor an ancestral allele that has been segregating in
the population. For these reasons, we will treat both extreme
positive, and extreme negative iHS scores as potentially
interesting.

PLoS Biology | www.plosbiology.org March 2006 | Volume 4 | Issue 3 | e720447

Positive Selection in the Human Genome



It is now well-known that recombination rates are
extremely heterogeneous across the genome, even at fine
scales [30–32]. Such rate variation is a potential source of
false positives when looking for regions with unusual
haplotype structure as we are here. Our test is designed to
control for rate variation in two ways. First we estimated
high-resolution genetic maps based on LD patterns and used
the estimated genetic distances when calculating iHS. By
basing analysis on the fine scale genetic maps, the lengths of
haplotypes that extend across large recombination coldspots
are appropriately downweighted, and haplotypes that cross
hotspots are upweighted. Second, since iHS is based on a
ratio of haplotype homozygosities, the two alleles serve as
internal controls for each other [5]. Hence, inaccuracies in

the estimated genetic map will tend to cancel out of the ratio,
as will any other factors that cause the extent of haplotype
homozygosity to be heterogeneous across the genome.
Figure 2 plots the power of iHS and of two standard tests of

selection based on summaries of the frequency spectrum.
These simulations, as well as the simulations shown below, are
designed to match the properties of the data as closely as
possible (Materials and Methods). As shown, the iHS outper-
forms the frequency spectrum tests, as well as other EHH-
based statistics, across a broad range of frequencies of the
selective sweep (Figure 2, Figure S2). Furthermore, iHS is
robust to regional variation in SNP ascertainment while tests
of the frequency spectrum may not be. Nonetheless, iHS has

Figure 1. Decay of EHH in Simulated Data for an Allele at Frequency 0.5

(A) Decay of haplotypes in a single region in which a new selected allele (red, center column) is sweeping to fixation, replacing the ancestral allele
(blue). Horizontal lines are haplotypes; SNP positions are marked below the haplotype plot using blue for SNPs with intermediate allele frequencies
(minor allele .0.2), and red otherwise. For a given SNP, adjacent haplotypes with the same color carry identical genotypes everywhere between that
SNP and the central (selected) site. The left- and right-hand sides are sorted separately. Haplotypes are no longer plotted beyond the points at which
they become unique.
(B) Decay of haplotype homozygosity for ten replicate simulations. When the core SNP is neutral (s¼0; left side) the haplotype homozygosity decays at
similar rates for both ancestral and derived alleles. When the derived alleles are favored (s¼ 2Ns¼ 250; right side), the haplotype homozygosity decays
much slower for the derived alleles than for the ancestral alleles. The discrepancy in the overall areas spanned by these two curves forms the basis of
our text for selection (iHS).
DOI: 10.1371/journal.pbio.0040072.g001
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limited ability in the HapMap data to detect low frequency
sweeps and to detect sweeps that are very near fixation.

The iHS statistic is constructed to provide a tool for
identifying SNPs, or genomic regions, that are unusual
relative to the genome as a whole, and not to provide formal
significance testing relative to a theoretical model. We will

show that in all populations there is an excess of extreme iHS
signals relative to simulated models. However, since there is
considerable uncertainty in simulated models, we prefer not
to assign formal p-values to the signals that we find.

Widespread Signals of Recent Selection

We calculated iHS for all SNPs with minor allele frequency
.5%. Figure 3 shows a summary of the extreme values on

Figure 3. Plots of Chromosome 2 SNPs with Extreme iHS Values Indicate Discrete Clusters of Signals

SNPs with jiHSj .2.5 (top 1%) are plotted. The bottom plot combines signals for all three populations, plotting only SNPs with derived frequency .0.5
and iHS ,�2.5. Such SNPs correspond to high-frequency-derived SNPs in the range for which our test is most powerful. The short vertical bars below
each plot indicate 100-kb windows whose signals are in the top 1% of windows genome-wide.
DOI: 10.1371/journal.pbio.0040072.g003

Figure 4. Central 99% Range of Unstandardized iHS for SNPs in the

Yoruba Data and for SNPs in Matched Neutral Simulations

The upper and lower lines mark the boundaries of the central 99%
distribution of the unstandardized iHS ratio, as a function of derived
allele frequency. The gray lines plot results for a range of plausible
demographic models. The fatter tails in the real data are consistent with
the action of selection.
DOI: 10.1371/journal.pbio.0040072.g004

Figure 2. Power to Detect Sweeps-in-Progress at a p-Value of 0.01, Using

Various Statistics

Simulation parameters are matched to the Yoruba data, with s ¼ 150.
Tests are abased on 51-SNP windows centered on a selected site. The
upper curves (iHS) are based on counting the number of SNPs in the
window for which jiHSj .2. The green line indicates power when the
actual SNP under selection is excluded from the analysis. The lower lines
plot power using Fay and Wu’s H, and Tajima’s D, both calculated using
the ascertained genotype data. The line marked t ¼þ200 indicates the
power 200 generations after fixation (Ne ¼ 104). Critical values for each
statistic at p¼ 0.01 were obtained using identical simulations with s¼ 0.
DOI: 10.1371/journal.pbio.0040072.g002
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Chromosome 2, with similar plots across all autosomes and
the X chromosome provided in Figures S3–S25. The plotted
points are those with jiHSj . 2.5, and correspond to the most
extreme 1% of iHS values.

There is clear clustering of extreme values into distinct
regions where many SNPs show evidence for selection. One
such region, at 135–138 Mb in Europeans, contains the lactase
gene (LCT), previously noted as a target of strong selection
[6,33]. In principle, clustering of unusual iHS scores might
occur even under a completely neutral model. However,
several lines of evidence indicate that selection is indeed
producing widespread signals in the data.

First, simulations show that we observe more extreme
values of the unstandardized iHS scores than expected under
a range of neutral models (Figure 4). For each population, we
performed neutral simulations that matched the observed
SNP density and allele frequency spectrum, which included
extensive recombination rate variation, including hotspots,
and utilized a range of demographic models consistent with
previous studies of demographic parameters (see Materials
and Methods). The demographic models included a variety of
bottleneck models for East Asians and Europeans, and
models of constant size with recent growth for Yoruba
[34,35]. Since previous genetic studies indicate that the
Yoruba are likely to have the least complex demographic
history [34–36], we focus mainly on simulation results for that
population. We find that extreme values of the unstandar-
dized iHS are more frequent in the real Yoruba data than in
any of the simulated models, as expected if the largest iHS
values are frequently due to selection. There is also an excess
of extreme values in the Europeans, but in the East Asians

some demographic models show as much variance as the real
data (unpublished data).
Second, in all three populations, there is greater clustering

of extreme (standardized) iHS values in the real data than in
neutral simulations with heterogeneous recombination rates.
For example, in simulations matching aspects of the Yoruba
data, only 0.1% of windows of 50 consecutive SNPs had more
than 16 SNPs with jiHSj . 20. In the actual YRI data, we
observed a 14-fold enrichment of such windows. Since this
calculation is based on empirically standardized scores, the
signal of extra clustering is distinct from the previous signal
of overdispersion of the unstandardized scores. Simulations
designed to match the East Asian and European datasets also
indicate that there is excess clustering of extreme iHS values
in the real data, though for these populations the relative
enrichment is quantitatively smaller due to the extra variance
seen in neutral bottleneck models (the data show 2.3-fold and
2.7-fold enrichment of the top 0.1% of windows, respec-
tively). In summary, the visual sense of clustering of high jiHSj
scores in Figure 3 does indeed exceed the level of clustering
expected under neutrality, supporting a model in which
distinct selective events produce large jiHSj scores across
discrete regions.
Third, in our data, extreme iHS scores frequently occur in

regions where the frequency spectrum also indicates the
action of selection (Figure 5). As shown in Figure 2, a version
of Fay and Wu’s H test [37] for ascertained SNPs (Hasc)
provides a useful method for detecting sweeps where the
selected site has reached high frequency. In simulations we
find that high frequency selected sites tend to have both
strongly negative iHS scores and strongly negative values of
Fay and Wu’s Hasc. However in neutral simulations, iHS and
Hasc are essentially uncorrelated. In the Yoruba data, as many
as one half of high frequency–derived SNPs with large iHS
scores fall into the most extreme 1% of windows for Hasc,
genome-wide. This correlation argues strongly that many of
our extreme iHS scores are in fact the result of positive
selection. In our data, an excess of significant Hasc scores is
also seen for low-frequency alleles with positive iHS scores.
This probably results from ancestral alleles that have
hitchhiked to high frequency. Similar, but weaker, correla-
tions are present in both the European and East Asian data
(unpublished data).
Fourth, there is a highly significant enrichment for extreme

iHS values in genic regions (p , 10�20 in all populations;
Table S1). This is to be expected if selection occurs most
often in (or near) genes, though one might not expect a
dramatic difference in rates, since simulated selective events
tend to produce signals over quite wide regions which would
include both genic and non-genic SNPs. The proportion of
SNPs with jiHSj . 2 is 1.23-fold higher in genic SNPs than
non-genic SNPs in Yoruba, 1.16-fold higher in Europeans,
and 1.13-fold higher in East Asians. A further enrichment in
extreme iHS values is found in SNPs in overlapping genes
compared with SNPs in non-overlapping genes. To check that
these results are not an artifact of the higher HapMap SNP
density in genes, we thinned genic SNPs at random so that the
proportion of genic SNPs matched the proportion of the
genome containing genes. After reanalysis, the difference
between genic and nongenic iHS values remained about the
same as before (unpublished data).
Last, various regions identified previously as likely targets

Figure 5. Strong Correlation between iHS and Hasc for the Yoruba Data

The left-hand plot shows the probability that a 51-SNP window centered
on a given SNP is in the lowest 1% of the empirical distribution for Fay
and Wu’s H in neutral simulated data, and in the Yoruba data overall.
Notice that in neutral simulations, there is essentially no correlation
between iHS and H. Right-hand plot: In contrast, in simulations with
selection (cyan line, s ¼ 100) there is a big increase in the rate of
significant H values for high-frequency selected alleles with strongly
negative iHS (,�2.5). The same pattern is seen for the real data (red line).
In the real data, sites with strongly positive iHS (.2.5) show an increase
in the rate of positive H scores at low derived allele frequencies (magenta
line). The latter probably reflects instances of an ancestral allele
hitchhiking to high frequency with a selected sweep.
DOI: 10.1371/journal.pbio.0040072.g005
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of sweeps-in-progress are detected by our survey, including
signals in Europeans in the lactase region [6,33], in the 17q21
inversion [20], and at CYP3A5 [7]; in the ADH cluster on
Chromosome 4 in East Asians [38]; and in olfactory receptor
clusters on Chromosomes 11p15 and 11q11 in Yoruba [39].
However, we do not detect all previously identified selection
candidates, for example failing to find signals at G6PD in
Yoruba [3,5], and in two genes involved in brain development
that were recently reported to be under recent positive
selection [8,9].

Overview of Selection Regions
To identify the strongest signals of selection, we divided the

genome into non-overlapping windows of 100 kb. In this
analysis windows were defined by physical location to
facilitate the comparison of signals across populations. For
each population, we identified the windows in the highest 1%
of the empirical distribution for proportion of SNPs with
jiHSj . 2. The positions of these windows on Chromosome 2
are indicated by vertical bars below each panel of Figure 3.
Henceforth, we consider these windows to be candidates for
containing selective sweeps. We find that 8 of 14 genomic
regions listed as selection candidates by the HapMap Project
are among the top 5% of our signals (Table 10 in [18]). A
summary of some of our strongest signals is shown in Table 1,
and a complete list is provided online in Protocols S1–S3). As
an illustration, Figure 6 depicts the haplotype patterns, decay
of EHH with distance, and plot of iHS scores for three strong
candidate regions identified by our genome-wide scan.

Analysis of the haplotype structure in candidate selection
regions indicates that the events detected are typically very
recent. We calculated the lengths of the haplotypes around
the SNP with the largest negative iHS value in each region
(Table S2). The average total distance between the first point
to the left, and to the right of the core SNP at which EHH on

the selected haplotypes drops below 0.25 is 0.52 cM in both
East Asians and Europeans, and 0.32 cM in Yoruba. Hence,
candidate sweep regions tend to be narrower in Yoruba than
in the non-African populations, indicating that typical sweep
events may be substantially younger in the non-African
populations. (The size of the area affected by a strong sweep
depends only weakly on the effective population size [40] and
so the larger effective population size in Yoruba is not an
explanation of the smaller average sweep size.)
A fully rigorous estimation of the ages of the candidate

sweeps is difficult with the current data. However, making the
simplistic assumption of a star-shaped genealogy for the
favored haplotypes and assuming a generation time of 25 y,
suggests average ages of ’6,600 years and ’10,800 years in
the non-African, and African populations, respectively
(Materials and Methods). Simulations using SelSim (Materials
and Methods) suggest that these haplotype spans are
consistent with selection coefficients of 0.01–0.04, assuming
a population size of 10,000. These estimated ages should not
be taken to imply a burst of selection at a particular time;
instead, these ages and selection coefficients might represent
areas in the parameter space in which we have good power.
The longest haplotypes around derived alleles at .50%
frequency extend 1.39 cM in East Asians (near the Gaucher
disease gene, GBA), 1.25 cM in Europeans (near NKX2–2,
which is involved in insulin regulation), and 0.97 cM in
Yoruba (in a gene desert on Chromosome 5p15). These long
haplotypes indicate extremely strong selection on recent
mutations, though it is difficult to be confident about the
actual genetic target of the selective events. In summary, the
selection events that we detect are generally very recent,
substantially postdating the separation times of these
populations, and falling mainly within the agricultural phase
of human evolution.

Table 1. Summary of Some of the Strongest iHS Signals Genome-Wide

Cytological Position Genes (Number) Size (kb) Pop Number of SNPs

with jiHSj .2.0

Max

jiHSj
Hasc

p-Value

Derived Allele

Frequency

1p34.3 NCDN, TEKT2 (17) 1,200 CEU 74/103 4.103 ,0.025 0.933

1p31.1 SLC44A5 (4) 900 ASN 97/150 4.201 � 0.837

2p23.3 NCOA1, ADCY3 (4) 400 YRI 51/76 5.158 � 0.492

2q12.3-q13 SULT1C cluster (13) 1,100 ASN 108/171 4.104 � 0.876

2q21.3-q22.1 LCT (15) 2,800 CEU 351/594 4.896 ,0.025 0.742

2q32.3 None (0) 400 YRI 100/131 4.659 ,0.01 0.792

4p15.1 None (0) 500 CEU 91/125 4.706 ,0.025 0.800

YRI 43/146 3.726 � 0.417

4q21–23 ADH cluster (8) 100 ASN 21/28 3.41 � 0.646

8q11.21–23 SNTG1 (8) 3,100 ASN 129/1297 3.341 ,0.05 0.787

CEU 550/1201 4.514 � 0.708

YRI 212/1451 3.955 � 0.358

9p22.3 C9orf93(1) 400 ASN 142/204 4.306 � 0.590

12q21.2 SYT1 (3) 700 YRI 108/143 4.647 � 0.675

20cen ITGB4BP, CEP2, 800 ASN 101/135 4.116 � 0.742

SPAG4 (24) CEU 50/153 3.251 ,0.05 0.825

YRI 22/154 2.884 � 0.600

Genes (Number) lists some interesting candidate genes within each signal, along with the total number of genes in the region.

Size (kb) is based on the number of consecutive 100-kb windows showing strong evidence for selection in the population with the broadest signal.

Pop indicates which samples show evidence for selection in each region.

Hasc p-Value is based on the genome-wide empirical rank of the H statistic in a 50-SNP window centered on the SNP with largest jiHSj and is reported only if the p-value is ,0.05.

Derived Allele Frequency estimated using the frequency of the SNP with the largest negative iHS.

DOI: 10.1371/journal.pbio.0040072.t001
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Figure 7 shows the extent of overlap of sweep regions
across the three populations. Most of the sweep regions are
found in only one of the three populations, consistent with
the estimates indicating that these events generally postdate
population separation. Nonetheless, there is a clear excess of
sweeps that are shared between pairs of populations, or
among all three populations. In principle, sharing of signals
between populations might also be due to haplotypes that are
inherited from the ancestral populations. However, this is
probably a small effect since such unusually long haplotypes
would be unlikely to survive the effects of recombination for
.1,000 generations, separately in each population. Instead,
the data suggest that most of the selective events that we

detect are local to a single population, but that a significant
fraction of the selective events are experienced by more than
one population.
This view is further supported by the relationship between

iHS and allele frequency divergence measured using FST
(Figures S26–S28). SNPs with high jiHSj in one population,
but low jiHSj in another are likely to have high FST, indicating
that the SNP has changed frequency rapidly since population
separation. Among the modest number of SNPs that have
extreme positive iHS or extreme negative iHS in both
populations, there is not an excess of high FST, perhaps due
to recent gene flow of alleles (and haplotypes) that are
favored in multiple populations.

Figure 6. Signals of Selection for Three Candidate Selection Regions Discussed in the Text

The columns show (left) scatter plots of negative iHS scores, (center) haplotype plots, and (right) decay of haplotype homozygosity. In each case the
core SNP for the center and right-hand plots was chosen as a SNP with high negative iHS score (starred in the scatter plots); the allele marked in red is
derived. For each signal, values are listed for the derived allele frequency (pd) and the local deCode recombination rate estimate.
DOI: 10.1371/journal.pbio.0040072.g006
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Types of Genes under Selection
Next, we modified our analysis to study what types of genes

are most commonly involved in recent adaptation. For every
gene we determined the number of SNPs with high jiHSj in a
50 SNP window centered on the gene (Materials and
Methods). The genes in the upper 10% of the empirical
distribution for number of significant SNPs were then
considered to be candidate targets of selection. Our
procedure was designed to be robust to variation in gene
size and SNP density across gene categories.

The PANTHER Gene Ontology database provides a
classification of genes into 222 nested categories according
to biological process [41]. We tested whether any of these
categories showed an enrichment of genes with signals of
recent selection (Materials and Methods). In this analysis, one
might be concerned that there is low power to detect
enrichment, since the expected counts for many categories
are low, despite considering such a large fraction (10%) of the
genes as candidates for selection.

Nonetheless, several categories show up as strongly signifi-
cant in one or more populations (Table 2), including the
related categories of chemosensory perception and olfaction;
as well as gametogenesis, spermatogenesis, and fertilization.
These types of processes have been identified as targets of
selection in previous studies of human-chimpanzee diver-
gence [10,11]. Overall, there is a modest enrichment for genes
that show signals both of very recent selection in our study,
and selection on the human lineage as a whole [10] (Table S3).

In addition to the areas of overlap, we find enrichment in
new categories not previously identified as targets of

selection, including categories related to metabolism of
carbohydrates, lipids, and phosphates, as well as vitamin
transport. For some categories, the p-values are imprecise as
there is clustering of related genes that are all significant
(Table S4). We now describe in greater detail some of the
categories of gene functions that show enrichment of
selective signals. Except when noted, OMIM or EntrezGene
provide references for the gene information given below
[42,43]. The genes listed below are generally in the top 1%,
and all are in the top 5% of signals in the relevant
populations. However, some caution is required since the
strongest signals often span both the target of selection as
well as neighboring genes.
Recent reports have shown that genes involved in fertility

and reproduction are subject to rapid adaptive evolution in
primates due to sexual competition and perhaps defense
against pathogens [10,11,44]. We observe signals for selection
targeting several aspects of fertility and reproduction,
including the basic protein structure of sperm (RSBN1 in
East Asians and Yoruba), sperm motility (SPAG4 in Europeans
and East Asians; ODF2 in Europeans), sperm and egg viability
(ACVR1 in Europeans, CPEB2 in Yoruba), regulation of the
female immune response to sperm (TGM4), egg fertilization
(the CRISP gene cluster near 6p21.3 in Europeans), and testis
determination (NR0B1 in Europeans).
Some of the strongest signals of recent selection appear in

various types of genes related to morphology. For example,
four genes involved in skin pigmentation show clear evidence
of selection in Europeans (OCA2, MYO5A, DTNBP1, TYRP1).
All four genes are associated with Mendelian disorders that
cause lighter pigmentation or albinism, and all are in
different genomic locations, indicating the action of separate
selective events. One of these genes, OCA2, is associated with
the third longest haplotype on a high frequency SNP
anywhere in the genome for Europeans. A fifth gene,
SLC24A5, has recently been shown by another group to

Figure 7. Sharing of iHS Signals between Populations

The numbers listed inside circles represent the numbers of 100-kb
windows that are in the top 1% of the empirical distributions in at least
one population. The numbers in the intersection regions are in the top
1% for one population, and the top 5% for one or both of the other
populations. The counts that would be expected if signals were
independent across populations are shown in parentheses. The number
of windows not in any circle is reported in the upper-left corner.
DOI: 10.1371/journal.pbio.0040072.g007

Table 2. p-Values for Enrichment of GO Categories among
Genes Showing Evidence for Partial Sweeps

GO Nesting GO Category ASN CEU YRI

21–1 Chemosensory perception – 0.0006 0.0004

21–1–1 Olfaction – 0.0006 0.0008

22–2 Gametogenesis 0.008 – –

22–2–2 Spermatogenesis and motility 0.02 0.03 –

22–3 Fertilization 0.004 0.003 –

1–11 Other carbohydrate metabolism 0.0002 – –

6 Electron transport – 0.0002 –

4–13 Chromatin packaging/remodeling ,0.0001 0.01 –

16–1–1 MHC-I–mediated immunity – ,0.0001 0.02

3–2 Steroid metabolism – – ,0.0001

3–5 Lipid and fatty acid binding 0.001 – –

4–4–2 mRNA transcription initiation – 0.002 –

5–3 Protein modification 0.002 – –

7–5 Vitamin/cofactor transport 0.002 – –

9 Phosphate metabolism 0.002 0.03 –

13–4 Peroxisome transport – – 0.002

All p-values are one-sided, testing for enrichment of categories in each population; ‘‘–’’ indicates that the

p-value is .0.05.

Boldfaced text indicates p-values that are significant after a conservative Bonferroni correction for multiple

testing.

DOI: 10.1371/journal.pbio.0040072.t002
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impact skin pigmentation and to have a derived, selected
allele near fixation in Europeans [45]. Though iHS has
reduced power for alleles near fixation, SNPs near this gene
also show strong iHS signals in Europeans (Table S2).

Various genes involved in skeletal development have also
been targets of recent selection. Three related proteins
involved in bone morphogenesis show signals of selection in
Europeans (BMP3 and BMPR2) and in East Asians (BMP5). In
addition, GDF5, a gene in which mutations cause skeletal
malformations, shows strong signals of selection in both
Europeans and East Asians. Other morphological features
also appear to be targets of selection, including hair
formation and patterning in Yoruba (the keratin cluster near
17q12; and FZD6).

An important type of selective pressure that has confronted
modern humans is the transition to novel food sources with
the advent of agriculture and the colonization of new habitats
[19,21]. As noted above, we see a strong signal of selection in
the alcohol dehydrogenase (ADH) cluster in East Asians,
including the third longest haplotype around a high frequency
allele in East Asians. A variety of genes involved in carbohy-
dratemetabolism have evidence for recent selection, including
genes involved in metabolizing mannose (MAN2A1 in Yoruba
and East Asians), sucrose (SI in East Asians), and lactose (LCT in
Europeans). Processing of dietary fatty acids is another system
with signals of strong selection, including uptake (SLC27A4
and PPARD in Europeans), oxidation (SLC25A20 in East
Asians) and regulation (NCOA1 in Yoruba and LEPR in East
Asians). The latter gene (LEPR) is the leptin receptor and plays
an important role in regulating adipose tissue mass.

Recent articles have proposed that genes involved in brain
development and function may have been important targets
of selection in recent human evolution [8,9]. While we do not
find evidence for selection in the two genes reported in those
studies (MCPH1 and ASPM), we do find signals in two other
microcephaly genes, namely, CDK5RAP2 in Yoruba, and
CENPJ in Europeans and East Asians [46]. Though there is
not an overall enrichment for neurological genes in our gene
ontology analysis, several other important brain genes also
have signals of selection, including the primary inhibitory
neurotransmitter GABRA4, an Alzheimer’s susceptibility gene
PSEN1, and SYT1 in Yoruba; the serotonin transporter
SLC6A4 in Europeans and East Asians; and the dystrophin
binding gene SNTG1 in all populations.

Several other biological processes that have not previously
been proposed as targets of selection also show an enrich-
ment for signals of selection. For example, the category of
electron transport genes is significant in Europeans, due in
large part to selection in CYP genes. CYP genes are mainly
expressed in the liver and catalyze many reactions involved in
breaking down foreign compounds, including the majority of
pharmaceutical agents. Genes in this class with evidence for
selection include four genes in the CYP450 gene cluster on
Chromosome 1p33, as well as CYP genes in other genomic
locations including CYP3A5, CYP2E1, and CYP1A2. Another
category showing enrichment of selection signals is phos-
phate metabolism in East Asians and Europeans. Genes in the
phosphatidylinositol pathway seem to be particularly over-
represented among the significant genes in this category,
including INPP5E, PI4K2B, IHPK1, IHPK2, IHPK3 in East
Asians and IMPA2 and SYNJ1 in Europeans.

Curiously, Yoruba appears to have a greater number of

signals on the X chromosome that map to genes compared
with the other two populations. For example, the top 1% of
100-kb windows contain 15 genes in YRI (the largest of these
windows containing only four genes), but six genes and two
genes in Europeans and East Asians, respectively.

Discussion

In this paper we provide the first genome-wide map of
incomplete selective sweeps in humans. We find widespread
signals of selection in all three populations. These selective
events are generally very recent, falling mainly within the
Holocene era, and substantially postdating the separation of
the three populations. Selective sweeps in Yoruba tend to be
narrower and apparently older than in the non-African
populations, perhaps explaining why previous low-resolution
scans for selection have reported a deficit of selective events
in African populations [13–16]. (Two of those studies also
used African-American samples, in which it is possible that
European admixture may dilute evidence for selection in
Africans.) Though most selected regions are not shared across
populations, there is still a clear excess of shared selective
events. Indeed, since we have incomplete power to detect
selection, it is likely that we tend to underestimate the degree
of sharing across populations.
Our analysis of the types of genes involved in recent

selection provides a first insight into the type of biological
processes that have been targets of selection in the latest
stages of our evolution. Some of these functions (especially
olfaction and fertilization-related genes) have also been
found to show signals of sustained selection over much
longer evolutionary timescales. However, other classes of
selected genes (for example the skin pigmentation genes and
metabolic genes) likely reflect the process of adaptation to
modern conditions and new environments. Nonetheless,
gaining a full view of the kinds of selective pressures that
have faced modern humans, and our biological adaptations to
those pressures, remains a challenging problem. For many
selective signals there is uncertainty about the actual genetic
target. Even when the target is clear, the nature of the
adaptation is often not. Hence, interpreting the story of
human adaptation promises to be an interesting research
area for years to come.
The tremendous shifts experienced by modern human

populations in habitats, food sources, population densities,
and pathogen exposures have surely led to direct selection
pressures on medically relevant phenotypes. At least three of
the regions that we identified as targets of selection have
previously been associatedwith complex phenotypes, including
CYP3A5 (salt-sensitive hypertension),ADH (alcoholism suscept-
ibility), and the 17q21 inversion (recombination rates and
fertility) [7,20,47]. These examples form part of an emerging
pattern linking selectionwith complex trait phenotypes [21,22],
as first proposed for diabetes in the ‘‘thrify genotype’’
hypothesis [19]. Therefore, selected haplotypes identified by
our scan can be thought of as ‘‘selection candidates’’ for
involvement in complex traits. With this in mind, we have
developed an online tool for evaluating iHS at any HapMap
SNP, and we provide files of tag-SNPs that can be used in
genome-wide association studies to tag all the haplotypes with
the strongest selection signals in each population.
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Materials and Methods

HapMap project data information. All analysis is based on the
HapMap Project Phase I/rel#16a datafiles (http://www.hapmap.org)
[18]. For the CEU and YRI samples, we analyzed the data from the 60
unrelated parents. Due to their close genetic similarity, and in order
to have a single larger sample, we pooled the CHB (Han Chinese from
Beijing) and JPT (Japanese from Tokyo) samples to form a single
sample of 89 unrelated Asian individuals, denoted as the ASN sample.
Haplotype phase estimation for all the data was performed by the
HapMap consortium using Phase 2.0 [18,23]. The phasing procedure
also imputed all missing genotypes at SNPs with ,20% missing data.
Phase estimation by this method tends to be extremely accurate when
parent-offspring trio data are available (CEU and YRI), and fairly
accurate when all individuals are unrelated (ASN) [18,23]. In total, the
numbers of polymorphic SNPs analyzed for each population were:
791,208 (ASN), 849,575 (CEU), and 885,926 (YRI).

SNP annotation information. Annotation information was ob-
tained from dbSNP build 123 for all SNPs, including physical
positions (for genome build #34) and strand orientation. We also
used the dbSNP classification of SNP functional states: non-
synonymous, synonymous, within an intron or mRNA UTR, or within
2 kb of a gene (locus region). SNPs in any of these functional classes
were considered genic. All other SNPs were considered nongenic.

Obtaining ancestral states from dbSNP and chimp sequence
alignment. For ’30% of the SNPs, estimates of the ancestral state
were already available from dbSNP using ftp://ftp.ncbi.nih.gov/snp/
mssql/data/SNPAllele.bcp and an allele reference table at ftp://ftp.ncbi.
nih.gov/snp/mssql/schema/Allele.allele_id. To obtain ancestral states
for all SNPs, we obtained FASTA sequences for each SNP as specified
for that rs entry in the dbSNP database, and aligned those to the draft
genome build of the chimp sequence, obtained from the UCSC
database [12] using blat, version 27 [48]. For each SNP, we selected the
overall best alignment, preferring alignments with the highest overall
blat score, and preferring alignments mapping to unique chimp
chromosome over random or unmapped sequences when possible. We
then inferred the ancestral state as the chimp allele at the appropriate
position in the sequence, provided that the sequence quality score was
�20 at that site, and that it matched one of the human alleles. The
agreement between our ancestral state estimates and those in dbSNP
was 94.5%. For each SNP, we accepted an ancestral state if it could be
obtained either from dbSNP or from our own analysis.

Simulations overview.We simulated data under a variety of neutral
and selection models using the coalescent programs ms (for neutral
models) and SelSim (for selection) [49,50]. Overall, we aimed to match
the simulated analysis to the real analysis as closely as possible. We
performed separate simulations for each population sample, match-
ing the numbers of sampled chromosomes, the site frequency
spectrum, and the average spacing of markers in units of q ¼ 4Nr
to the data and considering a range of appropriate demographic
models for each population based on previous literature. As detailed
below, our approach to dealing with ascertainment bias was to
simulate a moderately large number of candidate SNPs under an
assumed demographic model, and then use rejection sampling to thin
the SNPs to match the observed frequency spectrum and SNP density.
The rejection sampling function serves implicitly as a model of the
ascertainment process.

For every simulated dataset, we estimated genetic distances from
the data (as described below) in order to calculate iHS values. For the
East Asian sample (where haplotyping is most difficult due to the lack
of genotype data from relatives), we also incorporated haplotype
estimation into the simulations. For each model and combination of
parameters, we simulated 1,000 independent regions. The lengths of
simulated regions averaged 500 units of q (a little more than 1 Mb at
the genome-average recombination rate).

Neutral demographic models. For each population we explored a
range of demographic scenarios supported by the literature as
plausible models for each population [16,35,36,51,52]. The models
considered here spanned the range of models in the confidence sets
identified by [35] for closely related populations. We treat the Hausa
results from that study as being appropriate for Yoruba because
Hausa and Yoruba are genetically very closely related. For the non-
African populations, we simulated a family of bottleneck models
where a population of constant size NA instantaneously shrinks in size
to b � NA at time tstart generations before the present. The population
remains at that size for tdur generations and then instantaneously
recovers to either its original size or to a larger (or smaller) size. For
the African population, we considered models in which an ancestral
population at equilibrium size NA grows exponentially beginning tonset
generations in the past at rate a, such that the present population size

is NAe
atonset [34]. The ms command lines corresponding to each

demographic model simulated are provided in Protocol S4.
Modeling variation in recombination rate. Since recombination

rate variation plays an important role in determining patterns of LD
[30–32], our simulations allowed for recombination hotspots, and
modeled variation both in the background rate and in the spacing
and intensity of hotspots. Hotspots were assumed to occur as a
Poisson process, at an average rate of 1 hotspot per 100 kb [30,31].
The intensity of hotspots was modeled as a gamma distribution, with
the mean intensity 28-fold (and the median 20-fold) the background
rate, roughly matching that observed [30]. Hotspot length was gamma
distributed with mean 2 kb. The background recombination rate was
modeled with a gamma distribution, such that the total rate of
recombination events in the background and in hotspots matched the
average estimated rate from the data, for each population.

Modeling SNP ascertainment. Due to SNP ascertainment, the allele
frequency spectrum in the HapMap differs greatly from the
frequency spectrum in DNA sequence data. In all three samples
there is a deficit of rare variants, and an excess of high frequency
variants. Moreover, the actual frequency distributions are substan-
tially different among the three samples (Figure S29). Since SNP
ascertainment can have a major impact on analysis, it is important to
model this in the simulations. One potential approach would be to
model the ascertainment procedure explicitly, and to attempt to
recreate the observed frequency spectrum [52,53]. However, this is
very difficult to do in a fully convincing way for the present data,
since the full history of ascertainment of SNPs into dbSNP and from
there into HapMap is complex and not well-documented.

Thus, as a practical alternative, we simulated data with complete
ascertainment and then used rejection sampling to obtain the
observed frequency spectrum (separately for each population sample).
In effect, the rejection sampling function serves as an empirical model
of the unknown ascertainment process. Let f(a) be the probability that
a SNP in our dataset has a copies of the derived allele (i.e., f(a) is the
observed frequency spectrum), where 0 , a , n and n is the total
haploid sample size. Let p(a) be the corresponding frequency
spectrum in a neutral model with complete SNP ascertainment,
assuming a specified demographic model. To achieve the observed
frequency spectrum, we simulated data from the chosen demographic
model with complete ascertainment, and then retained sites with a
copies of the derived allele with probability f(a)/(cp(a)), where c ¼
max[f(a)/p(a)]. The mutation rate was chosen so that after ascertain-
ment the expected SNP density would match the observed density.

Model for selective sweeps. We used the program SelSim to
simulate data with selection and recombination [50]. The model
assumes that a new mutation at a specified position in the sequence
experiences a constant additive selection pressure r¼2NS where N is
the population size and s is the additive selective advantage per copy
per generation. The data are sampled when the mutation reaches a
specified frequency, or reaches fixation. The program only accom-
modates models of constant population size and hence is most
appropriate for modeling the Yoruba (for whom a constant-size
model falls within the confidence set of [35]). For each r, we fixed the
frequency of the selected site to p¼0.1, 0.2, . . . , 0.9, 1.0 and generated
samples of size n¼ 120. We also simulated a model of selection where
the sample was taken 200 generations after the fixation of the
beneficial allele. 1,000 repetitions were generated for each scenario.
The recombination hotspot model and mutation/ascertainment
scheme were as described above. The rejection weights for the SNP
ascertainment were determined under the neutral model, so that
when r¼ 0 the frequency spectrum matches the data (on average).

Haplotype phase uncertainty. For the simulations of the African
and European data, we ignored uncertainty in haplotype phase since
for those populations the availability of trio data makes the
reconstructed haplotypes very accurate. For the East Asian data,
the phasing error rates are higher since all the individuals are
unrelated. To assess the impact of this, all of our simulation data for
the East Asians were treated first as diploid genotypes, and then
haplotype phase was estimated using a new, rapid-phasing algorithm,
fastphase, kindly provided by Paul Scheet and Matthew Stephens. This
algorithm uses a similar model and achieves nearly the same accuracy
as Phase 2, which was used to phase the HapMap data [54].

Estimation of a fine-scale genetic map. To generate a high-
resolution, genome-wide genetic map, we implemented a version of
the Li and Stephens algorithm [24]. That algorithm was designed for
estimating recombination rates over fine scales based on haplotype
data. As input data, we used the physical position of each SNP, along
with the phased haplotypes. This was performed separately for each
of the three population samples as well as for each repetition of
simulated data. The output is a high-resolution estimate of a genetic
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map for each population, where each SNP is assigned a position in
units of q¼ 4Nr where N is the effective population size and r is the
recombination rate per generation.

Our implementation follows the original algorithm closely, except
in three regards. First, we maximized the likelihood using the E.M.
algorithm, finding that this converges quickly and reliably, even on
very large datasets. Second, we performed local smoothing of the
rates as follows: the recombination rate between SNPs n and nþ 1 is
estimated as the maximum likelihood rate in an interval that extends
from 20 kb to the left of SNP n to 20 kb to the right of SNP nþ1. This
window size was chosen as a suitable compromise between wanting to
detect recombination hotspots, and not wanting to be overly misled
by random noise in the data. The smoothing has the effect of
spreading out hotspots, to some extent, but over a scale that is much
less than the physical length of ‘‘interesting’’ haplotypes. Third, we
did not implement the bias correction suggested by [24] because this
depends in part on the spacing of markers, which varies widely in the
data, and because the bias cancels out in our test ratio anyway.
Simulations (unpublished data) indicate that our implementation
performs well, having only slight bias for the parameters relevant to
HapMap, and correctly identifying regions of rate variation. Over
large scales it is also highly correlated with the deCODE genetic map
[55]. There is a modest downward bias in the estimated rates in
partial sweep regions, but in simulations this bias has little discernible
effect on power. This type of bias will tend to be conservative, in the
sense of reducing signal.

Calculation of iHS. The iHS was computed as described earlier in
this paper for every SNP with ancestral state information and with
minor allele frequency .5%. To compute the iHH, what we do is
equivalent to the following. We plot the decay of EHH to the left and
right of the core SNP, for each allele, using all available SNPs. The x-
axis is in units of genetic distance, 4Nr, estimated as described above.
The EHH values at successive SNPs are joined by straight lines, and
then we compute the total area under each curve, between the nearest
points to the left and right of the core SNP where the EHH drops
below 0.05. Since the population genetics of the X chromosome differs
from that of the autosomes (e.g., due to smaller effective population
size), we standardized the X chromosome separately from the
autosomes, and excluded it from our overall genome-wide analyses.

The SNP data include occasional large gaps between successive
SNPs. If the region spanned by EHH . 0.05 reached a chromosome
end or the start of a gap .200 kb, then no iHS value was reported for
the core SNP. If there was a smaller gap (20–200 kb), then the genetic
distance spanned by the gap was reduced by a multiplicative factor
20/g, where g is the gap size in kb. This is an ad hoc fix designed to
eliminate spurious signals produced by occasional large gaps, while
minimizing the loss of data. After applying the various filters, we were
left with 676,718, 701,633, and 621,915 SNPs with iHS scores in the
European, Yorubans, and East Asian populations respectively.

Summaries of the frequency spectrum. Both Tajima’s D and Fay
and Wu’s H tests use summaries of the site frequency spectrum to
identify signatures of selection [37,56]. However, these tests were
designed for full-sequence data, and not for pre-ascertained SNPs.
Nonetheless, we have tested the value of using these statistics to
identify regions whose frequency spectra are strongly different from
the bulk of the genome, suggesting the influence of selection. To
compute these statistics on ascertained data, we treated the
ascertained genotypes as if they were the complete sequence data,
and then computed D and H in the usual way. The ascertainment-
biased summary statistics are denoted Dasc and Hasc to indicate that
they are not expected to follow the usual distributions. Since the
ascertained data are enriched for high-frequency variants, the
average Dasc is highly positive, whereas the average Hasc is highly
negative. We obtained empirical distributions of both Dasc and Hasc in
all 50-marker windows across the entire autosomal genome for each
population. The empirical p-value for a particular window represents
the proportional rank of the statistic in that window compared with
the overall genome distribution (i.e., low p-values indicate a more
negative D or H than the bulk of the empirical distribution).

Identifying candidate signals of selection. In order to identify genes
or genomic regions with signals of selection, we focused on windows of
consecutive SNPs. Where possible, we used a standard window size of
50 SNPs. For analyses of genes with �50 SNPs, we created windows of
50 SNPs centered on each gene. For the ;5% of genes with .50 SNPs,
we treated the window as containing all SNPs in the gene. To study the
overlap of signals across populations, we modified our analysis to
consider fixed, nonoverlapping, 100-kb windows so that the window
positions would correspond exactly across populations.

For both kinds of window definition, the size of signal in each region
was quantified by the proportion of SNPs with jiHSj . 2. Simulations

indicated that this criterion provides a powerful signal of selection.
Separately for each population and analysis, we determined empirical
cutoffs for the top 1%, 5%, etc., of signals genome-wide, and
considered these strongest signals to indicate candidate selection
regions. Since thenumbers of SNPs varied considerably across thefixed
100-kb windows, we grouped windows into bins with similar numbers
of SNPs, and determined empirical cutoffs separately for each bin.
Regions with ,10 SNPs were dropped, as were bins with ,20 regions.
The X-chromosome data was analysed separately. The thresholds for
empirical cutoffs for the X chromosome were based on the autosomal
cutoffs. 100-kb windows and genes in the X chromosome that were
above these thresholds were considered to be significant.

Estimating haplotype ages. To obtain a crude estimate of the ages
of sweeps, we assumed (1) a star phylogeny for the selected haplotypes,
(2) that the two chromosomes which descended from a common
ancestor and carry a selected allele are identical between the core SNP
and the point of the nearest recombination event on either lineage, (3)
that the two chromosomes start to differ immediately beyond the
nearest recombination event. Hence, Pr[Homoz] ¼ e�2rg where
Pr[Homoz] is the probability that two chromosomes are homozygous
at a recombination distance r from the selected site, given a common
ancestor g generations before the present. Taking the generation time
to be 25 y, the ancestor time in years becomes t ¼ 25g. Then, for
example in Africans, when Pr[Homoz] ¼ 0.25, we observed that 2r ¼
0.32% (the distances in the text are the sum of r in both directions).
Then t¼�(25)(100)ln(.25/.32 ’ 10,000 years. A similar calculation was
performed for the other populations.

Gene ontology analysis. The PANTHER Gene Ontology database
was downloaded from https://panther.appliedbiosystems.com in
March 2005. For each PANTHER ‘‘biological-process,’’ category we
determined both the total number of genes, and the number of genes
in the top 10% of empirical signals (defined as above). One-tailed p-
values for enrichment of particular categories were obtained either
using the standard Chi-square approximation if the expected number
of counts exceeded five, or otherwise by exact enumeration of the
binomial probabilities. We used a Bonferroni correction to assess
overall experiment-wide significance, though this is likely to be
particularly conservative in this case since the 222 PANTHER
categories are partially nested and overlapping.

Haplotype plotting. An online browser providing haplotype plots
and iHS scores for all HapMap SNPs is at http://pritch.bsd.uchicago.
edu/data.html.
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Figure S4. Plots of Chromosome 2 SNPs with Extreme iHS Values
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Figure S6. Plots of Chromosome 4 SNPs with Extreme iHS Values
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Figure S9. Plots of Chromosome 7 SNPs with Extreme iHS Values
Illustrate Discrete Clusters of Signals
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Figure S10. Plots of Chromosome 8 SNPs with Extreme iHS Values
Illustrate Discrete Clusters of Signals
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Figure S11. Plots of Chromosome 9 SNPs with Extreme iHS Values
Illustrate Discrete Clusters of Signals

Found at DOI: 10.1371/journal.pbio.0040072.sg011 (144 KB PDF).

Figure S12. Plots of Chromosome 10 SNPs with Extreme iHS Values
Illustrate Discrete Clusters of Signals
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Figure S13. Plots of Chromosome 11 SNPs with Extreme iHS Values
Illustrate Discrete Clusters of Signals
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Figure S14. Plots of Chromosome 12 SNPs with Extreme iHS Values
Illustrate Discrete Clusters of Signals
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Figure S15. Plots of Chromosome 13 SNPs with Extreme iHS Values
Illustrate Discrete Clusters of Signals
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Figure S16. Plots of Chromosome 14 SNPs with Extreme iHS Values
Illustrate Discrete Clusters of Signals
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Figure S17. Plots of Chromosome 15 SNPs with Extreme iHS Values
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In PLoS Biology, volume 4, issue 3: 

Because of a typesetting error, the symbol “σ” is incorrectly displayed as “s” in the legends of Figures 1, 2, and 5.

In the Results section, the sentence “These data consist of ~800,000 polymorphic SNPs in a total of 309 unrelated individuals” 
should be “These data consist of ~800,000 polymorphic SNPs in a total of 209 unrelated individuals.”

In the section “Widespread Signals of Recent Selection,” the sentence “For example, in simulations matching aspects of the 
Yoruba data, only 0.1% of windows of 50 consecutive SNPs had more than 16 SNPs with |iHS| > 20” should be “For example, 
in simulations matching aspects of the Yoruba data, only 0.1% of windows of 50 consecutive SNPs had more than 16 SNPs 
with |iHS| > 2.0.”
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