
I I .  A  M e m o ir  on  th e  T heory  o f  M a tr ices . B y  A r t h u r  Ca y l e y , E sq ., F .B .S .

R e c e iv e d  D e c em b e r  1 0 , 1 8 5 7 ,— R e a d  J a n u a r y  1 4 ,  1 8 5 8 .

Th e  term  m atrix  m igh t be used in  a m ore general sense, b u t in  th e  presen t memoir I  

consider only square and  rec tangu lar m atrices, and th e  term  m atrix  used w ithout quali

fication is to  be understood as m eaning a square m a tr ix ; in  th is restricted sense, a set 

o f quantities arranged  in  th e  form  o f a  square, e. g.

(  a  , b , c )  

a1, V, 

a", b\

is said to be a  m atrix. , T he no tion  o f such a m atrix  arises na tu ra lly  from  an abbreviated 

notation  for a set o f linear equations, viz. th e  equations

~X.=ax ,

Y = a 'x  A -V y  

Z =  a"x+ Wy  -|- d'z,

m ay be m ore sim ply represen ted  by

(X, Y, Z ) = (  a , , c J x ,  , z), 

a',  , d

a", b", c"

and the  consideration of such a system of equations leads to m ost o f th e  fundam ental 

notions in  th e  theory  of m atrices. I t  w ill be seen th a t m atrices (attending only to  those 

o f the saine order) com port them selves as single q u a n titie s ; they  m ay be added, 

m ultip lied or com pounded together, & c .: th e  law of the  addition, of m atrices is pre

cisely sim ilar to th a t for th e  addition o f ordinary algebraical q u an titie s ; as regards their 

m ultip lication (or composition), there  is th e  peculiarity  th a t m atrices are not in general 

convertib le; i t  is nevertheless possible to form  th e  powers (positive or negative, 

in tegral or fractional) o f a m atrix , and thence to arrive a t th e  notion of a  rational and 

in tegral function, or generally o f any algebraical function, o f a m atrix. I  obtain the 

rem arkable theorem  th a t any m atrix  w hatever satisfies an algebraical equation of its 

own order, the  coefficient o f th e  h ighest power being unity, and those of the other 

powers functions of the  term s of the  m atrix, the last coefficient being in  fact the deter

m inant ; th e  ru le  for th e  form ation of th is equation m ay be stated in the  following con

densed form, which will be in tellig ible after a perusal of the  memoir, viz. the determi-
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1 8 M E .  A .  C A Y L E Y  O N  T H E  T H E O E Y  OF M A T E IC E S .

nant, formed out o f the  m atrix  dim inished by th e  m atrix  considered as a single q u a n t i t y  

involving the  m atrix  unity , w ill be equal to  zero. T he  th eo rem  shows th a t  every 

rational and in tegral function (or indeed every ra tio n a l function) o f a  m atrix  m ay be 

considered as a rational and in teg ral function, th e  degree o f w hich is a t m ost equal to  

th a t o f the  m atrix, less u n ity ; i t  even shows th a t in  a sense, th e  sam e is tru e  w ith  respect 

to any algebraical function w hatever o f  a m atrix . O ne o f th e  app lications o f th e  

theorem  is the finding o f th e  general expression o f th e  m atrices w hich are  convertib le 

w ith a given m atrix. T he theo ry  o f rec tan g u lar m atrices appears m uch  less im p o rtan t 

than  th a t o f square m atrices, and I  have n o t en tered  in to  i t  fu r th e r  th a n  by show ing 

how some of th e  notions applicable to  these m ay be ex tended  to rec tan g u la r m atrices.

1* F or conciseness, th e  m atrices w ritten  dow n a t fu ll len g th  w ill in  general be o f  th e  

order 3, b u t it  is to be understood th a t  th e  definitions, reasonings, and  conclusions 

apply to m atrices o f any degree w hatever. A n d  w hen  tw o or m ore m atrices are  spoken 

of m  connexion w ith  each o ther, i t  is always im plied  (unless th e  con trary  is expressed) 
th a t th e  m atrices are  o f th e  same order.

2. T he notation

(  a  , i  , c  J x ,  

a ’, b ',  c'

a!', b", c"

represents th e  set o f  linear functions

((a, b, c j x ,  y ,  z ) , (a!, V , d j x ,  y ,  z ) , («", b", c " X x , y ,  z ) ) , 

so th a t calling these (X , Y , Z), we have

(X , Y , Z )— ( a  , b , c  x->\ y .  z )

a ' ,  b ',

a",

**” " • ,h ”  *> —  o f oi~..

* * w  * * * , - * •  *  *“ , h e — - * • —  

C 0, 0, 0 )

0, 0, 0

is th e  m atrix  zero. ®

Again, (X , Y, Z) will be identically  equal to y ,  z ) , i f  th e  m atrix  is

(  1, 0, 0 )  

o, 1, 0

o, 0, 1

and this is said to be  th e  m atrix  unity. W e  m ay o f  course, w hen for d istinc tne
ss i t  is
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M E . A . C A Y L E Y  O N  T H E  T H E O B Y  O E  M A T E IC E S . 1 9

required, say, the  m atrix  zero, or (as th e  case m ay be) th e  m atrix  un ity  o f  such a n  order. 

The m atrix  zero m ay for th e  m ost p a rt be represented simply by 0, and the  m atrix 

unity  by 1.

4. The equations

(X , Y , Z ) = ( a y b , cX x , y , z ) ,  ( X ' , Y ' , Z ') = ( a  , 0  , y

a’ , b1 , d u \  p

a", b", d ' A P \  y"
give

( X + X ',  Y + Y ',  Z + Z ') = (  « + a  , + /3  , c + y  X*> V ^ )

+ a ' ,  , cf + y '

^4 -/3 " , c " + y "

and th is leads to

(  a  + a  , b + /3  y c  - f y  

a! -\-d, b' -{-, c '4 -y f 

a " + a " ,  c " + y "

) = (  a ,

a 1, b \

a",

)  +  (  a  , /3 , y )

« \  y' I

a", 7"

as the  ru le  for th e  addition o f m a trice s ; th a t for th e ir subtraction is o f course similar 

to  it.

5. A  m atrix  is no t a ltered  by  th e  addition  or subtraction o f th e  m atrix  zero, th a t is, 

we have M + 0 = M .

T he equation L = M , w hich expresses th a t th e  m atrices L, M  are equal, may also be 

w ritten  in  th e  form  L —M = 0 ,  %.e. th e  difference o f two equal m atrices is the  m a

zero.

6. T he equation I j= —M, w ritten  in  th e  form  L + M = 0 ,  expresses th a t the  sum of 

the  m atrices L, M  is equal to th e  m atrix  zero, th e  m atrices so rela ted  are said to be 

opposite  to each o th e r; in  o ther words, a m atrix  th e  term s of which are equal bu t 

opposite in  sign to th e  term s o f a  given m atrix , is said to be opposite to the  given 

m atrix.

7. I t  is clear th a t we have L + M = M + L ,  th a t is, th e  operation of addition is com

m utative, and moreover th a t (L 4 - M ) + N = L + ( M + N ) = L + M + N ,  th a t is, the  opera

tion  of addition is also associative.

8. T he equation

(X , Y , Z ) = (  a , 

a’ , V ,

: a", b",

w ritten under the  forms

(X , Y , Z ) = m (  a , b , cYar, , z ) = (  , , m e

a1, V, d  m a ! , , m d

a"> b", d ' ", ", m d '

d  2

X*, y , *)
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2 0 M E . A .  C A Y L E Y  O N  T H E  T H E O E Y  O E  M A T E IC E S .

gives
mQ a, b , c)= (  m a  , ,

m # ', m #', me'

a", e" ma", m#", me"

as the  rule for the m ultiplication o f a  m atrix  by a single quantity . T he m ultip lie r m 

may be w ritten either before or after th e  m atrix , and th e  operation is therefore com

mutative. W e have it  is clear m ( L + M ) = m L + m M , or th e  operation is distributive.

9. The matrices L  and m L m ay be said to be sim ilar to each o th e r ; in  particu lar, i f  

m = l ,  they are equal, and i f  m =  — 1, they  are opposite.

10. W e have, in particular,

m (  1, 0, 0 ) = (  m, 0, 0 ) ,

0, 1, 0 0, m,

1 0 , 0 ,  m

or replacing the m atrix  on the  left-hand side by unity , we m ay w rite

m = (  m, 0, 0 ) ,

0, m , 0 

0, 0, m

T h e  m atrix on the right-hand side is said to  be th e  single q uan tity  m  considered as 
involving  the m a tr ix  u n ity . J

11. The equations

(X , Y, Z ) = (  a ,  i ,  C J x ,  y ,  z), (x , y ,  z ) = (  « , 0  , y X I  «, 0 ,

iv , d

give
a", h \

p  y

(X , Y, Z) (  A  , B , C X I  n, $ ) = (  a  , , c  * , f i  , y X I  n,

A ', B \  C'

A", B", C" 

and thence, substituting for the  m atrix

h%d

a", W

a ',  p , y'

/3", y"

its value, we obtain

(  A ,  B ,  C )  

A ',  B \  C  

A", B", C"

(  (a  , h , c X«, a', a"),

«  V , d X * ,  a ', a"),

(^*  ^ X a > a', a"),

( ♦• M m  f t  / n  (a , A, o Xr, y ,  7") ) =

6®' i & f Ct/Xfi, fit, p"), (a e' Xr. y . y')

(<*", i " , : / 3 \  0"), «  J"; e / 'j y ,  y ,  y -)
a ',  # , y

<  6", c"

a , /3 » 7 )  

a ',  P ,  7'

a", /3", y"
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M R . A .  C A Y L E Y  O N  T H E  T H E O R Y  O F  M A T R IC E S . 2 1

as the  ru le  for the  m ultip lication or composition o f two matrices. I t  is to be 

observed, th a t the  operation is no t a com m utative o n e ; th e  com ponent m atrices may 

be distinguished as th e  first or fu rth er com ponent m atrix , and the  second or nearer 

component m atrix, and th e  ru le  o f composition is as follows, viz. any of the  com

pound m atrix  is obtained by  com bining th e  corresponding lin e  o f the  first or fu rther 

component m atrix  successively w ith  th e  several colum ns  o f th e  second or nearer com

pound m atrix.

12. A  m atrix  compounded, e ither as first or second com ponent m atrix , w ith th e  m atrix 

zero, gives the  m atrix  zero. T he case w here any of th e  term s of the  given m atrix  are 

infinite is o f course excluded.

13. A  m atrix  is no t a ltered  by its composition, e ither as first or second component 

m atrix, w ith  the  m atrix  unity . I t  is com pounded e ither as first or second component 

m atrix, w ith  th e  single quantity  m  considered as involving th e  m atrix  unity, by m ulti

plication of all its term s by th e  quan tity  m : th is  is in  fact th e  before-mentioned rule 

for the m ultip lication o f a m atrix  by a single quantity , w hich ru le  is thus seen to be a 

particular case of th a t for th e  m ultip lication  o f two m atrices.

14. W e may in  like m anner m ultip ly  or com pound together th ree  or more m atrices: 

the order o f arrangem ent of th e  factors is o f course m aterial, and we may distinguish 

them  as th e  first or fu rthest, second, th ird , &c., and last or nearest com ponent matrices, 

b u t any two consecutive factors m ay be com pounded together and replaced by a single 

m atrix, and so on u n til a ll th e  m atrices are com pounded together, th e  result being inde

pendent o f the  particu lar mode in  w hich th e  composition is effected; th a t is, we have 

L .M N = L M .N = L M N , L M .N P = = L .M N .P , &c., or the  operation of m ultiplication, 

although, as already rem arked, no t com m utative, is associative.

15. W e thus arrive a t th e  notion of a  positive and in teger power I f  o f a m atrix  L, 

and i t  is to be observed th a t th e  different powers o f th e  same m atrix  are convertible.

I t  is clear also th a t $  and q being  positive integers, we have which is the

theorem  of indices for positive in teger powers of a m atrix.

16. T he last-m entioned equation, J f . V = l f +\  assumed to be tru e  for all values w hat

ever of the  indices pand q, leads to th e  notion of th e  powers of a m atrix  for any form 

whatever of th e  index. In  particu lar, I f .  L ° = L P or L ° = l ,  th a t is, the  Oth power of a 

m atrix  is the  m atrix  unity. A nd th en  p u ttin g  j ? = l ,  q —  — 1, or jp =  — 1, 1, we have

L .L " 1= L “ 1. L = 1 ; th a t is, L _1, or as i t  m ay be term ed the  inverse or reciprocal matrix, 

is a m atrix  which, com pounded e ither as first or second component m atrix with the 

original m atrix, gives th e  m atrix  unity.

17. W e may arrive a t th e  notion of th e  inverse or reciprocal m atrix, directly from the 

equation
(X , Y , Z ) = (  a  , bI’ c  I

a! , ¥, c' 

a"y ¥ ', c"

 D
o
w

n
lo

ad
ed

 f
ro

m
 h

tt
p
s:

//
ro

y
al

so
ci

et
y
p
u
b
li

sh
in

g
.o

rg
/ 

o
n
 0

4
 A

u
g
u
st

 2
0
2
2
 



2 2 M E . A .  C A Y L E Y  O N  T H E  T H E O E Y  O F  M A T E IC E S .

in fact this equation gives

(x, y , z ) = (  A, A', A" I X ,  Y, Z ) = ( ( a  , b , c

B, B ', B" a!, V, d

c ,  a ,  c a!\ b", d '

and we have, for the determ ination of th e  coefficients o f the  inverse or reciprocal m atrix, 

the equations

(  A, A', A" Y a  , b , c  ) = (  1, 0, 0 ) ,

B , B ', B"

C, C ,

a ', b , 

b",

0, 1, 0

0, 0, 1

(  a , b , c XA, A ', A" [)

B , B ', B" 0 , 1 , 0

| c" c ,  c ' ,  a  o, o, i

which are equivalent to each other, and e ither o f them  is by itse lf sufficient for the com

plete determ ination of the inverse or reciprocal m atrix. I t  is well know n th a t i f  V 
denote the determ inant, th a t is, if

V = a  ,  b , c 

a',  b\

, c" ,

then the terms of the inverse or reciprocal m atrix  are given by the  equations

A = - 1, 0 ,  0 

0 , b ',

0, b \  d '

B = 0 , 1, 0 |, &c. 

a1, 0, d  

a”, 0, d 'w 5  ̂ I

or w hat is the same thing, the inverse or reciprocal m atrix  is given by th e  equation

( a ,  b ,  c  ) -  = i (  3 aV , 3„,V, d„,V )

\ v  . 3 4V , <VV 

a"’ b"' &  I d„V, 3 t,V , 3,„,V

“  * * * * * " " 1 ‘  ■*•

e form ula shows, w hat is indeed clear a p r io r i  th a t tho +• r  .
or reciprocal m atrix fails altogether when Hip • ’ * t h e * otlon o f the mverse
this case said to be indeterm inate an,l en m nan t vanishes: the m atrix  is in

express mention, the particular r  ’ d mUSt be understood th a t in  the absence o f

tion. I t  may be added th a t the M atrix  z l r o T  M e t e ^ ^  eXCluded from considera- 
two matrices may be zero w ithout /• e rm in a te ; and th a t the  product of

are one or both of them  indeterm inate. er °  t  e  aCt° rS bem
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M R . A .  C A Y L E Y  O N  T H E  T H E O R Y  O F  M A T R IC E S . 2 3

19. T he notion of th e  inverse or reciprocal m atrix  once established, the  o ther nega

tive in teger powers of th e  original m atrix  are positive in teger powers of the  inverse or 

reciprocal m atrix , and th e  theory  o f such negative in teger powers m ay be taken  to be 

known. T he fu rth er discussion of th e  fractional powers of a m atrix  will be resum ed in 

the sequel.

20. T he positive in teger power L m o f th e  m atrix  L  m ay of course be m ultip lied by 

any m atrix  of th e  same degree, such m ultip lier, however, is no t in  general convertible 

w ith L ; and to preserve as far as possible th e  analogy w ith  ordinary algebraical func

tions, we m ay restric t th e  a tten tion  to th e  case w here th e  m ultip lie r is a  single quan

tity , and such convertibility consequently exists. W e  have in  th is m anner a m atrix  cLm, 

and by the  addition o f any num ber o f such term s we obtain  a rational and in teg ral func

tion of th e  m atrix  L.

21. T he general theorem  before referred  to w ill be best understood by a complete 

developm ent of a particu lar case. Im agine a m atrix

and form  th e  determ inan t

M = (  a

I c , d

a —M , b , 

c, d —M

the developed expression of th is de te rm inan t is

M a — M 1+ (a d  — c)M °;

th e  values of M 2, M 1, M° are

(  a*-\-bc , b (a - \-d )  ) ,  (  ) ,  ( 1 ,  0 ) ,

j c (a - \-d ) , d2-j-bc |  |  | |  0, 1 |

and substitu ting  these values th e  determ inan t becomes equal to th e  m atrix  zero, viz. we 

have

a — M, 

c  ,

th a t is,

b

d —M

= (  a ? + b c  , b ( a + d )  ) — ( a + d )  (  (  1, 0 )

c (a - \-d ) , d?-\-bc 0, 1

(  (a?-\-bc)—( a - \ - d ) a + ( a d —be), b (a -{ -d )— (a -\-d )b  )  — (  0? 0 ) ’

j c (a - \-d )—(a - \-d )c  , d2-\-b c—(a - \ -d )d - \ -a d —be j | 0, 0 j

« - M ,  b = 0

c  , d —M

where the  m atrix  of th e  determ inant is

(  «, b ) —M (  1, 0 ) ,

| c, d | | 0, 1 |

th a t is, it  is the  original m atrix, dim inished by th e  same m atrix considered as a single
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2 4 M E . A .  C A Y L E Y  ON T H E  T H E O E Y  O E  M A T E IC E S .

quantity involving the m atrix unity. A nd this is the general theorem , viz. the  deter

minant, having for its m atrix a given m atrix  less the same m atrix  considered as a single 

quantity involving the m atrix unity, is equal to zero.

22. The following symbolical representation of th e  theorem  is, I  th ink , w orth no

ticing : let the m atrix M, considered as a single quantity , be represented by M, then  

writing 1 to denote the m atrix unity, M .l  will represent th e  m atrix  M, considered as a 

single quantity involving the m atrix  unity. U pon th e  like principles o f notation, l .M  

will represent, or may be considered as representing, simply the m atrix  M, and the  

theorem is

Det. ( l . M —M .1 ) =  0.

23. I  have verified the theorem , in the next sim plest case, of a m atrix  of the order 3, 

viz. if  M be such a m atrix, suppose

M = (  a , c ) ,

d, e ,  f

g , K  i

then the derived determ inant vanishes, or we have

or expanding,

a —  M, b , c =  0,

d  , M, /

g  , h , i —M

M ’ - ( a + e + i W + ( e i + i a + a e - f k - c g - b d ) M - ( a e i + b f q + c d h - a f h - b d i - c e g ) = 0 ;

b u t X have no t thought it  necessary to undertake the labour o f a  form al proof o f the  

theorem  in the general case of a m atrix  of any degree.

24. I f  we a ttend  only to the general form of th e  result, we see th a t any m atrix  w hat

ever satisfies an algebraical equation o f its own order, which is in  m any cases the m ate- 
rial p art of the  theorem.

25. I t  follows a t once th a t every rational and integral function, or indeed every 

rational function of a m atrix, can be expressed as a rational and in tegral function o f  an 

or er a t most equal to th a t of th e  m atrix, less unity. B ut i t  is im portan t to consider 

how far or m  w hat sense th e  like theorem  is tru e  w ith respect to  irrational functions of 

a ma nx . we had only the  equation satisfied by the  m atrix  itself, such extension 

could no t be m ad e ; b u t we have besides the equation o f th e  same order satisfied by the  

irra  lona unction o f the, m atrix, and by means of these two equations, and the equa- 

lon y w ic  t  e irrational function o f the m atrix  is determ ined, we may express the  

irrational function as a rational and integral fhnction o f the m atrix, o f an order equal a t

. . > ,a ,e m atrix, less unity ; such expression will however involve th e  coeffi

equation  sa tis fied  by the ir ra tio n a l,fu n c t which are functions (in num ber

fnncti °  • A a e  ”*atrix) t l̂e coefficients assumed unknown, o f the irrational
function itself. The transform ation is nevertheless an im portant one, as reducing the
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M E . A .  C A Y L E Y  O N  T H E  T H E O E Y  O F  M A T E IC E S . 2 5

num ber of unknow n quantities from  m? ( if  n  be th e  order o f th e  m a

com plete the  solution, i t  is necessary to com pare the  value obtained as above, w ith the 

assumed value o f th e  irra tiona l function, w hich w ill lead to equations for th e  determ ina

tion of th e  n  unknow n quantities.

26. As an illustration , consider th e  given m atrix

M = (  )

c, I

and le t i t  be required  to find th e  m atrix  L = \ / M .  In  th is case M  satisfies th e  equation

and in  like m anner if

th en  L  satisfies th e  equation

M 2—( a-\-d)M.-\-ad— 0 ;

L = (  a , (3 )

] Y i  i  I

L 2—( a + ^ ) L + « ^ — ;

and from  these two equations, and th e  rationalized  equation  L 2= M , it  should be possible 

to express L  in  th e  form  o f a linear function  o f M : in  fact, p u ttin g  in  th e  last equation 

for L 2 its value ( = M ) ,  we find a t  once

w hich is th e  required  expression, involving as it  should do th e  coefficients a+& , cch— (By 

of th e  equation in  L. T here  is no difficulty in  com pleting th e  so lu tio n ; w rite for short

ness a -J -S = X , —|3 y = Y , th en  we have

L = ( 0 5 , p  ) = c  “ + i ,

» !  '  x
c

X

A )» 
x

d + Y

X

and consequently form ing th e  values of + 5  and 05&—(By,

& “t* d-\- 2Y

(fl+ Y )(rf+Y )-6c

and pu ttin g  also a - \ - d =  P , a d — be—  Q, we find w ithout

X = v / P + 2 x / Q ,

Y = s / Q ,

and the  values of a, (3, y , S are consequently known. T he sign of \ / Q  is the same in  

bo th  formulae, and there  are consequently in  all four solutions, th a t is, the radical 

has four values.

M D C C C L V III. E
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27. To illustrate th is fu rther, suppose th a t instead  o f M  we have th e  m atrix

M 2= (  a , 

I c, dI | ), d*-\-bc  f
so that L 2= M 2, we. find

F = ( a + d y - 2 ( a d - b c ) ,

Q = ( a d - b c ) \

and thence ^/ Q = ± : ( a d — bc).Taking th e  positive sign, we have

Y  = a d —be,

X  =  +

and these values give sim ply

L =  +  (  a, b )  = + M

I £ •> d
B ut taking  the  negative sign,

Y  =  — &d -}-

^ = ± \ /  ( a —

and retain ing  X  to denote th is radical, we find

L = (  a?—ad+2bc b(a +  d\
x  i —

c(g  +  <?) 2 —ad+2bc

x ’ a—
which may also be w ritten

L = ? + *  ( a ,  6 )  2 (ad-be)  (  1 ,  o  ) ,

I i , dI x  l o l l
or9 w hat is the  same thing,

L = ^ M —

« Z 5  * J " * " * *  th a t ^ *  * *  L*=M *. I t  m ay be

m s= (  i ,  o  > = i 7

I o ,  1 I

the last-m entioned form ula fails, for we have X — 0 • ft n u

equation L ’= l  adm its o f o ther solutions b e s id e f  L = + l  r h ^  th a t ^
values o f th e  fractional powers o f a ■ . — ' ^ ie exam ple shows how the

28. T here is an a p p a r e T L c  n  " e t ° be inVestiSa ted.

Which i t  is proper to explain. S u p p o s e , ^  eqUati° n  satisfied b-v a m atrix,

M = (  a, b ) ,

I c , d
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so th a t M  satisfies th e  equation

a —M,

c , d —M

:0 ,

M 2— — 0,

and le t X p X y/ be th e  single quantities, roots o f th e  equation

a —X , b = 0

, X

X 2—-(«4- — 0.

T he equation satisfied by th e  m atrix  m ay be w ritten

(M —X y)(M — X ;/) = 0 ,

in  w hich X , X „ are to be considered as respectively involving th e  m atrix  unity , and it 

would a t first sigh t seem th a t we o u g h t to have one of th e  sim ple factors equal to  zero, 

w hich is obviously n o t th e  case, for such equation  w ould signify th a t the  perfectly inde

term inate  m atrix  M  was equal to  a single quan tity , considered as involving the  m atrix  

unity. T he explanation  is th a t each o f th e  sim ple factors is an  indeterm inate  m atrix, 

in  fact M —X , stands for th e  m atrix

(  a —Xj, ) ,

| c  , d — X .t |

and th e  determ inan t o f th is m atrix  is equal to zero. T he product o f the  two factors is 

thus equal to  zero w ith o u t e ith er o f th e  factors being  equal to zero.

29. A  m atrix  satisfies, we have seen, an  equation  of its  own order, involving the  

coefficients o f th e  m a trix ; assum e th a t th e  m atrix  is to be determ ined to satisfy some 

o ther equation, th e  coefficients o f w hich are given single quantities. I t  would a t first 

sight appear th a t we m igh t elim inate  tKe m atrix  betw een th e  two' equations, and thus 

obtain  an equation w hich would be th e  only condition to be satisfied by the  term s 

of th e  m a tr ix ; th is is obviously wrong, for m ore conditions m ust be requisite, and we 

see th a t if  we were th en  to proceed to com plete th e  solution by finding the  value of the 

m atrix  comm on to th e  two equations, we should find th e  m atrix  equal in every case 

to a  single quantity  considered as involving th e  m atrix  unity , w hich it  is clear ought 

no t to  be th e  case. T he explanation  is sim ilar to th a t o f the  difficulty before adverted 

to, th e  equations m ay contain  one, and only one, comm on factor, and may be both of 

them  satisfied, and yet th e  common factor m ay no t vanish. T he necessary condition 

seems to be, th a t th e  one equation  should be  a factor o f th e  o th e r ; in the case where 

the  assumed equation is o f an order equal or superior to the  m atrix , then  if  this equation 

contain as a  factor th e  equation w hich is always satisfied by th e  m atrix, th e  assumed 

equation w ill be satisfied identically, and th e  condition is sufficient as well as necessary:

e  2
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2 8 M E . A .  C A Y L E Y  O N  T H E  T H E O E Y  O E  M A T E IC E S .

M 2— 1 =  0.

in the other case, where the assumed equation is o f an order inferior to th a t o f the  

matrix, the condition is necessary, b u t it  is no t sufficient.

30. The equation satisfied by the m atrix  m ay be o f th e  form  M w= l ; th e  m atrix  is 

in this case said to be periodic o f the  n th  order. T he p

the theory of periodic m atrices; thus, for instance, suppose it  is required  to find a m atrix  

of the order 2, which is periodic o f th e  second order. W ritin g

M = (  ) ,

I c , |
we have

M* — - Hr #—

and the assumed equation is

These equations will be identical i f

a -±-d = 0 , a d —be—  — 1,

th a t is, these conditions being satisfied, th e  equation M !- 1 = 0  required  to be satisfied, 

will be identical w ith the equation which is always satisfied, and  will therefore itse lf 

be satisfied. A nd in like m anner th e  m atrix  M  of th e  order 2 w ill satisfy th e  condition 

M * - 1 = 0 ,  or will be periodic o f th e  th ird  order, i f  only M 3- l  contains as a  factor

M 2— {(i-\-dyM .-\-ad— ,
and so on.

31. B ut suppose it  is required to find a m atrix  o f th e  order 3,

M = (  a, b , )  

d, e, 

ff, h , i

which shall be periodic of the second order. W ritin g  for shortness

1 M, b , c = —(M 3—A M 2- f B M —C),

d  , e — M , f

9  , h  , M

the m atrix here satisfies

M 3—A M 2+ B M —C = 0 ,
and, as before, the assumed equation is M 2—1—0 t t  -r i

the left-hand side will contain th e  factor f M M ,  1 + B = 0 > A + C = 0 ,
(M2—1)(M 4 - 0 —0 and w p iA v \  d th e  R a t i o n  will take  the  form
: , . A. ^  and we should have then  M 2— 1 =  0 nrovidpd M i n
indeterm inate m atrix. B ut M + C  denotes th e  m atrix  ’ + C  were no t an

« + C , b , y

d  , e + C ,  f  I

9 ? ^  5 C  j

the determ inant of which is C3 4 -AC2-t- ItC -L P  , . , .
+  C + C ’ whloh 18 equal to zero in virtue o f
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the equations 1 + B = 0 ,  A -f -C = 0 , and we cannot, therefore, from the  equation 

(M2— 1)(M  +  C )= 0 , deduce the  equation M 2— 1 =  0. This is as it  should be, for the 

two conditions are no t sufficient, in  fact the  equation

M2=:(  «2 + bd-\-cg , aJ}-\-be-)= 1

ila-\-ed-\-fg , db-\-e2 -{ -fh , d c - \ - e f  - \ - f i  

ga-\-hd-\-ig , gb + h e

gives nine equations, w hich are however satisfied by th e  following values, involving in 

reality  four a rb itrary  coefficients; viz. th e  value of th e  m atrix  is

a — (/3 +  y)~ “ ( /3 + y ) -  )
r* r

a+ P+ a  +  /3 +  7  «  +  /3 +  y

— (7 +  a ) f tv ~ 1

/

0  - (7 + « ) -

ot +  / 3 + ,y a  +  jS +  y ’ a  +  /3 +  y

— (« +  / % v -1 }
- ( « + ^  T

«  +  /3 +  y  1 «  +  /3 +  y

so th a t there  are in  all four relations (and no t only two) betw een th e  coefficients o f the 

m atrix.

32. Instead  o f the  equation  M ”—1 = 0 ,  w hich belongs to a periodic m atrix, it  is in 

m any cases m ore convenient, and i t  is m uch th e  same th in g  to consider an equation 

Mw— k =  0, where k is a  single quantity . T he m atrix  m ay in  th is case be said 

periodic to a factor p re s .

33. Two m atrices L , M  are convertible w hen L M = M L . I f  th e  m atrix  M  is given, 

th is equality  affords a set o f linear equations betw een th e  coefficients o f L  equal in  

num ber to these coefficients, b u t these equations cannot be all independent, for it  is 

clear th a t i f  L  be any rational and in teg ral function o f M (the  coefficients being single 

quantities), then  L  will be convertible w ith  M ; or w hat is apparently  (bu t only appa

rently) more general, if  L  be any algebraical function whatever o f M  (the coefficients 

being always single quantities), th en  L  w ill be convertible w ith  M. B u t whatever the 

form of the  function is, i t  m ay be reduced to a rational and in tegral function of an order 

equal to  th a t o f M, less unity , and we have thus th e  general expression for the  m atrices 

convertible w ith  a given m atrix , viz. any such m atrix  is a  rational and in tegral function 

(the  coefficients being single quantities) o f th e  given m atrix, th e  order being th a t o f the 

given m atrix, less unity. In  particu lar, th e  general form  of the  m atrix  L  convertible 

w ith a given m atrix  M  of the  order 2, is L = a M -|- /3 , or w hat is th e  same thing, the 

m atrices

(  a, b )  ,

c , d c \  d' I

will be convertible if  a!— : : — :
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34. Two m atrices L, M  are skew convertible w hen L M = - M L ;  th is  is a  relation  

much less im portant than ordinary convertibility, for i t  is  to  he noticed th a t we cannot 

in  general find a m atrix L  skew convertible w ith  a  given m atrix  M. In  fact, con

sidering M as given, the equality affords a set o f linear equations betw een th e  coeffi- 

cients o f L  equal in num ber to these coefficients; and in  th is  case th e  equations are 

independent, and we may elim inate a ll th e  coefficients o f L , and we th u s arrive a t a 

relation which m ust be satisfied by th e  coefficients o f th e  given m atrix  M. T hus, sup

pose the matrices
(  a, b) , ( « ' ,  )

c, d d ,

are skew convertible, we have

(  a, b d ,  V

c, d d ,  d'

(  d ,  V  

d ,

) (  b 

cd

) = (  ad-\-bd, a V - \-b d  ) ,

c d  +  d d ,  +  dd ' j

) = (  ad-\-b'c, ) ,

d a  - \-d'c, db 'dr d 'd

and the conditions of skew convertibility are

2 = 0

d ) - j - + d ') =  0

0

2 = 0

Elim inating d , b \ d , d \  the  relation betw een «, <?, d  is

which is

2#, |  | b , >

♦ b

• j" d) c

• o l : b , 2 d

{ a -{ -d f{ a d  — 0.

Excluding from consideration the  case a d — 0, w hich would im ply th a t th e  m atrix

was indeterm inate, we have a - \ - d —  0. T he resulting  system of cond

a + d = 0 ,  d - \ - d —  0, a a '+ b d + b 'c - \ - d d '= 0

the first two of which imply th a t the  m atrices are respectively periodic of the  second 
order to a factor pres.

35. I t  may be noticed th a t if  the  compound m atrices LM  and M L are sim ilar, they

are either equal oi else opposite ; th a t is, the  m atrices L, M  are e ither convertible or 
skew convertible.
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36. Two m atrices such as

(  b ) ,  (  0, ) ,

<?, d b, d

are said to be form ed one from  th e  o ther by transposition, and th is may be denoted by 

the symbol t r . ; thus we m ay w rite

(  #, c)= t r . (  a, b ) ,

b, d c, d

The effect o f two successive transpositions is o f course to reproduce th e  original m atrix.

37. I t  is easy to see th a t i f  M  be any m atrix , th en

(tr. M )p=  tr. (Mp),
and in  particular,

( t r .M ) - ,= t r . ( M ^ ) *

38. I f  L, M  be any tw o m atrices,

tr. (L M )=  tr. M. tr. L ,

and sim ilarly for th ree  or m ore m atrices, L , M , N , &c.,

tr. (L M N )= tr .  N. tr. M. tr. L, &c.
40. A  m atrix  such as

(  a , h , g  ~)

h , b , f

9> / .  o

which is no t a ltered  by transposition, is said to be sym m etrical.

41. A  m atrix  such as

(  0, v, — p  )

—j/, 0, X

p , —X, 0

which by transposition is changed in to  its opposite, is said to be skew symmetrical.

42. I t  is easy to see th a t  any m atrix  w hatever m ay be expressed as the sum of a sym

m etrical m atrix, and a  skew sym m etrical m a tr ix ; thus th e  form

(  a  , A+*s )

h —»», b , y + x

which may obviously represent any m atrix  whatever o f the  order 3, is the sum of the 

two m atrices las t before m entioned.

43. T he following formulae, although  little  m ore th an  examples of the composition of 

transposed m atrices, may be noticed, viz.

(  a, b% a, c  ) = (  a2+ b 2 , c tc+ b d  )

c , d a c + b d , c2-j-d2
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which shows th a t a m atrix  compounded w ith  th e  transposed m atrix  gives rise to a sym

metrical matrix. I t  does not however follow, nor is i t  th e  fact, th a t  the  m atrix  and 

transposed m atrix are convertible. A nd also

(  a, c \  a ,  b \  a, c  ) = (  a3+bcd+a(b2) )

b, d  c , d  I b3-\-acd -\-b ( d 3- f  a b c-\-d (h 2-\-c2)

which is a rem arkably sym m etrical, form . I t  is needless to proceed fu rther, since it  is 

clear that

(  a, c X 5 I  a, c  J  a , 5 ) = ( (  d X  a <> & ) )

b, d d b, d c, d b, d  c , d

44. In  all th a t precedes, th e  m atrix  o f th e  order 2 has frequently  been considered, 

bu t chiefly by way o f illustra tion  o f th e  general th e o ry ; b u t i t  is w orth  w hile to develope 

m oie particularly  the  theory  o f such m atrix . I  call to m ind th e  fundam enta l properties 

which have been obtained, viz. it  was shown th a t th e  m atrix

M = (^  b ) ,

c , d

■M-2—((i-\-dyN L-\-cid— 0,

(  a, b ) ,  (  V  ) ,

c, d d 1

satisfies the equation 

and th a t the two m atrices

will be convertible if

a '— d ' : V : c '= a — d : b : c,

and th a t they will be skew convertible if

a + d =  0, a a !+ b d - \-b 'c - \-d d != 0 ,

b e  r S L S l v  b6ing th e  COnditi° nS “  ° rd er th a t th e  m atrices mayBe respectively periodic o f th e  second order to a  f a c t o r ^

order' 2 I d  th°eiCed H M̂  * *

* : i i : nX X : : ^ n c e s  ^ such th a t l ~ - i > v  * *  ^

L 2=  — l ,  M 2=  — 1, N 2=  — 1,

l = m n = - n m , m = n l = _ n l , n = l m = _ m l ,

46. The in te g e r to w tr o T tC m M r ix Sllmlar t0  ^  ^  the0ry  o f 1 uatern ions-

M = (  a, b ) ,

 D
o
w

n
lo

ad
ed

 f
ro

m
 h

tt
p
s:

//
ro

y
al

so
ci

et
y
p
u
b
li

sh
in

g
.o

rg
/ 

o
n
 0

4
 A

u
g
u
st

 2
0
2
2
 



M E . A .  C A Y L E Y  O N  T H E  T H E O B Y  O E  M A T R IC E S . 38

M2=(«+ tZ )M —(< ad— 

M 3= [ ( a + ^ ) 2— [a d —5<?)]M—(a - \-d ) (a d — bc),

See.,

whence also th e  conditions in  order th a t th e  m atrix  may be to a factor p r e s  periodic of 

the orders 2, 3, &c. are
a - \-d  = 0 ,

( a + d f — ( a d — 5c)= 0 ,

& c .;

and for the  negative powers we have

( d d - «•—>]V4

which is equivalent to th e  ordinary form

- » = (  d , ) ;  

—  a

and the o ther negative powers of M  can th en  be obtained by successive m ultiplications

w ith M  *.

47. T he expression for th e  wth power is however m ost readily obtained by means of 

a particu lar a lgorithm  for m atrices o f th e  order 2.

L et h, b, c, J ,  q  be any quantities, and w rite  for shortness R =  —h?—4#c; suppose also 

th a t h!, V, d ,  J7, q[ are any o ther quantities, such nevertheless th a t and

w rite in  like m anner K '=  — h!2— 4 V d .Then observing th a t -̂ ==> -^=> are respec

ively equal to
h ’ b1 d

V W ' V W  ~ \/W
th e  m atrix

contains only the  quantities J ,  q, which are n o t th e  same in  bo th  system s

therefore represent th is m atrix  by (J , q), and th e  corresponding m atrix  w ith b!, b’, d , «T, q* 

by (J7, q1). T he two m atrices are a t once seen to be convertible (the  assumed relations 

hi: V : ( / =  k : b : c  correspond in  fact to th e  conditions, a!— d ~  a — d  of con

vertibility for the ordinary form), and th e  compound m atrix  is found to be

And in like m anner the  several convertible m atrices (J , q), (J7, q'), (J" , q") &c* giye 

the compound m atrix

M D C C C L V III. P
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48. The convertible m atrices m ay be given in  th e  first instance in  th e  ordinary  form , 

or we may take these matrices to be

(  a' ! , b' ) ,  (  b" )  &c.

c , d c', c", d"

where of course d —a : b : c — d '—a! : b ' : c '— dl'—a !': : c. H e re  w riting  h — d — a,

and consequently R = —(<2—&)2—4fo, and assum ing also and cot £==•—i f ,  and
V R

in like m anner for the  accented le tters, th e  several m atrices are  respectively

(*v<E s) ( h / B ,  s'), ( K ^ -  s"),
and the compound m atrix  is

( 5i n fj(! i t  ^ n / . .  a v m v m i v w ' ) . q + ^ + ^ + . . ) .

49. W hen  th e  several m atrices are  each o f them  equal to

(  a, b)  ,

I c ,  d  |

we have of course q=q'=qR= R '= R " . . ,  and  we find

C  a, b/ s i n  nq \

\ c d \~  ( W ^ ) \  n q  ;

or substitu ting for the  righ t-hand  side, th e  m atrix  represen ted  by  th is  no tation , and 
pu tting  for greater sim plicity

we And
s in ” q ( W R )L , or L = ^ ^ ( i N/ R ) ”- 1

Q a, b ( ^ L ( \ /R c o t% ^ — (d —«)), L

c, d
)

where it will be rem em bered th a t

- » cot  - f  — ))

® ----- —a )*—4 be and  cot q =  f
v 'R

th e  last o f which equations m ay be replaced by

c o s j + ^ / ^ l : — d + a +
2 V  ad— be

i f a e f r a c t io ! r  w e t Ct ‘ °, n e g a t iv e  o r  f r a c t io n a l  ™ lu e s  o f  t h e  in d e x  * ,  a n d  w h e n  «

w r L  r + a L T n s Z  ’ 7  ' * * ?  “  ° r d e r  t o  e x h ib i t  t h e  fO Tm ula  *  i t s  p r o p e r  g e n e r a l i t y ,  

M v  o S e T l m  f  t  “  t h e  PartiCU lar CaSe » = * >  w o u ld  b e  e a s y  t o  s h o w  t h e  

d if fe r en t  p r o c e s s . °  6 SqUare r o o t  o f  th e  m a t n x  w i t h  t h a t  b e f o r e  o b ta in e d  b y  a
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50. The m atrix  w ill be to a factor p re s , periodic o f th e  wth order if  only sin 0, 

th a t is, i f  q —  —  (m  m ust be prim e to n , for i f  i t  were not, th e  order o f periodicity would be

not n  itself, b u t a subm ultip le  o f n ) ; b u t cos q —  ^ - ^ = = = ,  and th e  condition is therefore

{ d -{—4 — cos2 ^ = 0 ,

or as th is m ay also be w ritten ,

d 2-\-a? 2 a d  cos + 4  cos2—  == 0,
n 1 n

a resu lt w hich agrees w ith  those before obtained for th e  particu lar values 2 and 3 of 

the  index o f periodicity.

51. I  m ay rem ark  th a t th e  last preceding investigations are in tim ately  connected w ith

• • doc | J)
the  investigations o f B a b b a g e  and others in  rela tion  to  th e  function <px—  ^

I  conclude w ith  some rem arks upon  rec tangu lar m atrices.

52. A  m atrix  such as

(  c  )

I P f d  I

where th e  num ber o f colum ns exceeds th e  num ber o f lines, is said to be a broad m a tr ix ; 

a  m atrix  such as

( a ,  b) 
a!, V  

b"

where th e  num ber o f lines exceeds th e  num ber of columns, is said to be a deep m atrix.

53. T he m atrix  zero subsists in  th e  p resen t theory, b u t n o t th e  m atrix  unity. 

M atrices m ay be added or subtracted  w hen th e  num ber o f th e  lines and th e  num ber of 

th e  colum ns o f th e  one m atrix  are respectively equal to th e  num ber of th e  lines and the  

num ber of th e  colum ns o f th e  o ther m atrix , and under th e  like condition any num ber 

of m atrices m ay be added together. Two m atrices m ay be equal or opposite the  one to 

the  other. A  m atrix  m ay be m ultip lied  by a single quantity , giving rise to  a m atrix  of 

the  same fo rm ; two m atrices so rela ted  are sim ilar to each other.

54. T he notion of composition applies to  rec tangu lar matrices, b u t it  is necessary th a t 

th e  num ber of lines in  th e  second or nearer com ponent m atrix  should be equal to the 

num ber o f columns in  th e  first or fu rth e r com ponent m a tr ix ; th e  compound m atrix  will 

then  have as m any lines as th e  first or fu rth e r com ponent m atrix, and as m any columns 

as th e  second or nearer com ponent m atrix.

55. As exam ples of th e  composition o f rectangular m atrices, we have

] d , e , f \ d  , f ,  g ', h' (d , e , f X a \  d ,  if),(d, </, * ) ,  (<£
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and

( a d  T  b \  d ,  <2' ) ) = (  (a , d j d ,  d) ,  ( a , 
V i . I

b e

O f

0/, f ,  h ' (b , e j d ,  d ) ,  (b , e j b ' ,  f),( , f ) ,  ( i ,  e X d

(o , f X f ,  «')> (c » / X y > / ' ) .  (» , f X d ,  f ) ,  (.0 , f X & ,  h ')

56. In  the particular case w here th e  lines and colum ns o f th e  one com ponent m atrix  

are respectively equal in  num ber to  th e  colum ns and  lines o f  th e  o th er com ponent 

m atrix, the compound m atrix  is square, th u s we have

and

(  b, c  X d ’ ) = (

I d , e , |b’, d

d , f

(d , e, f X a ' ,  V , d ) ,  (d , e, f )  \

(  a\d' X  a > ) = (

b \

< S , f

d , e ,|

(a 1, d'X® , d ), (o', <F£b, e), (o', d !£ o , f )  )  

( b \  e 'X o , d ) , {V , d X h  e), ( b \  d X « ,  f )  

( d ,  f ' £ a ,  d ) , ( d ,  f X b ,  e), ( d ,  f X c ,  f )

The two m atrices in  th e  case last considered adm it o f  com position in  th e  tw o different 

orders of arrangem ent, b u t as th e  resu lting  square m atrices are  n o t o f th e  sam e order, 

the notion of th e  convertibility o f two m atrices does n o t app ly  even to  th e  case in  
question.

57. Since a rectangular m atrix  cannot be com pounded w ith  itself, th e  notions of 

the inverse or reciprocal m atrix  and o f th e  powers o f th e  m atrix  and  th e  w hole resu lting  

theory of th e  functions of a m atrix , do n o t apply  to  rec tan g u lar m atrices.

58. T he notion o f transposition and th e  sym bol tr . app ly  to  rec tan g u lar m atrices, th e  

effect of a transposition being to convert a  b road  m atrix  in to  a deep one and  reciprocally. 

I t  may be noticed th a t th e  symbol tr . may be used for th e  purpose o f expressing th e  

law of composition o f square or rec tangu lar m atrices. T hus trea tin g  («, 5, c) as a 

rectangular m atrix , or representing i t  by (  a , 5, c ) , we h
i i

t r . (  a \  b \  d  ) = (  1 ) ,
1 . 1

V

and thence

(  a, c
i

so th a t the symbol

)tr .(^  a \  b \  d  ) — ( a ,  b, c X  a ’ ) = ( « ,  5, c ja ! ,  b

1 V  

d

(®» b, c $ a \  b \  d )

would upon principle be replaced by

(j b, c  ^  tr. (j ', b', d  ) :
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it  is however more convenient to re ta in  the  symbol

(«, b, c j d ,  b \

Hence introducing th e  symbol tr. only on th e  left-hand sides, we have

(<z ,  b, c) t r . (  ab\ d  ) = ( ( « ,  , 

U  «. /  I 1 <f, «*, /  I | (d , e, f j a !, V , d ) ,  e, f X d ' ,  d ,  \

or to take an exam ple involving square m atrices,

(  0 , b ) t r .  (  

d , e

« \ b’ )  

d

=  (  (a , bXa!, b%  («, b j d ' ,  d )  ) ,  

| (d , <0SV, V ), (d , e ld ! ,  d )  |

so th a t in  the  composition o f m atrices (square or rectangular), w hen th e  second or 

nearer com ponent m atrix  is expressed as a m atrix  preceded by th e  symbol tr., any line  

o f th e  com pound m atrix  is obtained by  com pounding th e  corresponding lin e  of the  first 

or fu rth er com ponent m atrix  successively w ith  th e  several lines  o f th e  m atrix  which 

preceded by tr. gives th e  second or n earer com ponent m atrix . I t  is clear th a t th e  term s 

‘ sym m etrical’ and 4 skew sym m etrical’ do no t apply to  rectangular matrices.
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