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Abstract

Although research on children’s trust in social robots is increasingly growing in popularity, a systematic understanding of the

factors which influence children’s trust in robots is lacking. In addition, meta-analyses in child–robot-interaction (cHRI) have

yet to be popularly adopted as a method for synthesising results. We therefore conducted a meta-analysis aimed at identifying

factors influencing children’s trust in robots. We constructed four meta-analytic models based on 20 identified studies, drawn

from an initial pool of 414 papers, as a means of investigating the effect of robot embodiment and behaviour on both social

and competency trust. Children’s pro-social attitudes towards social robots were also explored. There was tentative evidence

to suggest that more human-like attributes lead to less competency trust in robots. In addition, we found a trend towards the

type of measure that was used (subjective or objective) influencing the direction of effects for social trust. The meta-analysis

also revealed a tendency towards under-powered designs, as well as variation in the methods and measures used to define trust.

Nonetheless, we demonstrate that it is still possible to perform rigorous analyses despite these challenges. We also provide

concrete methodological recommendations for future research, such as simplifying experimental designs, conducting a priori

power analyses and clearer statistical reporting.

Keywords Trust · Social robot · Child robot interaction · Human robot interaction · Meta-analysis · Review · Robot errors ·

Pro-social attitudes · Developmental psychology

1 Introduction

As human–robot-interaction (HRI) research continues to

grow in popularity, increasing focus is being placed towards

children as a significant user group. Much of the research

on child–robot-interaction (cHRI) in typically developing

children focuses on educational settings, with the primary

outcome of learning [33,50,99]. Other commonly studied
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outcomes relate to children’s engagement with the robot

[1,18,57], or their perceptions of the robot as a social agent

[7,45,87,103]. Nonetheless, there is a growing subset of

research which also targets children’s trust in robots (see [95]

for a narrative review). However, studies in this area demon-

strate a large amount of heterogeneity, both in how trust is

defined and measured. Terms such as closeness, rapport, and

friendship on the one hand, and reliability, credibility, and

competence on the other are used interchangeably, and often

overlap with other constructs such as engagement, social

presence, and anthropomorphism. Consequently, develop-

ing a comprehensive understanding of what factors actually

influence children’s trust in robots, and how, is difficult.

Within psychology, multiple facets of trust can be defined.

Several models conceptualising trust in organisations have

been proposed (e.g., [70,71]). Similarly, game theory and

behavioural economics also use trust-based paradigms such

as the ultimatum game [76] or the prisoner’s dilemma [2] to

determine trust in an interaction partner. Models of interper-

sonal trust have also been described in [81] where trust is

defined as “an expectancy held by an individual or a group
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that the word, promise, verbal or written statement of another

individual or group can be relied upon” (pg. 1).

Across these theories, two clear domains of trust emerge.

These broadly coincide with the universal dimensions of

social cognition; warmth and competence [28]. The first

domain of trust pertains to the more social or interpersonal

elements of trust, regarding perceived benevolence, or affec-

tive relationships [70,71,81]. The second relates more to

perceived competency or reliability (in terms of expectations

of performance), such as is captured in cognitive trust theo-

ries [54,71]. Occasionally a third dimension, integrity, is also

identified, which is related to the perceived moral standards

of the agent [46]. However, the extent to which this can be

considered separate to social trust is questionable, as judge-

ments of whether someone can keep a secret, for example,

necessarily encompass a moral judgement [10].

This distinction between social and competency trust has

also been echoed in HRI [68]. Malle et al. [68,92] have identi-

fied four main dimensions of trust in robots (reliable, capable,

ethical, and sincere), which they argue can be further grouped

into two main dimensions; capacity trust (reliable, capable)

and moral trust (ethical, sincere). To a certain degree, trust

in a (social) robot’s capacity is akin to trust in other types

of autonomous intelligent devices, such as autonomous cars

[38,56]. However, in such devices social trust typically does

not play a role, unlike with social robots, where interper-

sonal elements begin to be introduced. By social robot, we

mean robots that exhibit human social characteristics such as

emotional expression, dialogue, gaze, gestures, and/or per-

sonality [29]. As such, when understanding trust in social

robots, both social trust and competency trust need to be

taken into account. Although research in this area is growing

more popular with adults (e.g., [30,73,82]), how to concep-

tualise children’s trust in social robots remains ambiguous.

There are two main issues related to the current state of

research which makes determining children’s trust in social

robots difficult. The first relates to variation in definitions and

measurements used, in particular regarding the distinction

between social and competency trust, the second relates to

inconsistent findings regarding the effects of robot behaviour

and embodiment on trust. Both of these are potentially able to

be addressed by a meta-analysis, where the true magnitude of

an effect is able to be determined. Subsequently, the goal of

this meta-analysis is both to begin bridging the gap between

qualitative and quantitative syntheses in cHRI, as well as

develop a comprehensive understanding of the role of trust

in children’s relationships with social robots.

1.1 Studies Investigating Trust in cHRI

Within cHRI, trust is somewhat difficult to define. Some

cHRI studies (e.g., [31,95]) draw inspiration from Rotter [81]

in regards to conceptualising interpersonal trust as relying

on another’s word or promises. Van Straten et al. [95] further

combine this definition with “the reliance on another person’s

knowledge and intent” [53], thus encompassing elements of

both social and competency trust. In other work they also

define interpersonal and technological trust separately [96].

Henkel et al. [39] distinguish between three sub-categories

of what they define as social confidence, of which “gen-

eral trust” is one, the others being “social judgement” and

“privacy”, which potentially incorporates some elements of

integrity or morality. Several cHRI studies do not provide a

definition of trust at all, and contain only generic questions

regarding trust such as “I would trust [the robot]” [20,65].

This lack of context makes it difficult to identify how chil-

dren are truly interpreting the meaning of trust, which might

differ from the experimenters’ intentions. The tendency in

these works is to group trust with other social constructs

such as empathy and acceptance, suggesting trust in cHRI so

far has been conceptualised largely based on social factors,

rather than reliability or competency. Studies which do focus

more on the competency element of trust in cHRI, although

less prevalent, typically refer to “trust [in] the system”[44]

or belief in the system’s helpfulness [57].

It is also likely that the two domains of social and com-

petency trust are related, with positive judgements creating

a so called “halo effect” [51,55]. That is, children may use

multiple sources of information to make an evaluation about

trustworthiness [17,36,53]. Social trust may also overlap with

other elements of social cognition and social learning. This

means that evaluations of children’s social trust, competency

trust, and other social judgements—liking or friendship—

might be difficult to disentangle. Understanding the extent

to which each exists as its own distinct construct can there-

fore help create a clearer understanding of what outcomes

are actually being affected, and are important, in children’s

interactions with social robots.

For the purposes of this review we define social trust

according to the definitions set out by Refs. [31,95], that

is, as a belief that the person/agent will keep their word or

promises. Comparatively, we define competency trust as the

perceived competence or reliability of the person/agent [53].

Although perceived integrity of robots is an interesting topic,

within the current state of cHRI research it falls more under

the domain of anthropomorphism and mind perception (as

regards evaluating agents intentions) [45,85], and as such is

outside the scope of the current review.

1.2 Factors Affecting Trust

In their seminal 2011 meta-analysis, Hancock et al. [34]

identified 3 factors relating to human–robot trust; human-

related, robot-related, and environmental factors. Of these,

robot-related factors were identified as the most important.

In a recent revision of this meta-analysis, this distinction was
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again echoed, with robot attributes and performance iden-

tified as key elements in the development of human–robot

trust [35]. However, although these meta-analyses provide

a useful overview of the definitions and distinctions of trust

within HRI, they have yet to be replicated within the context

of cHRI.

Many studies on trust in cHRI manipulate either the

embodiment or behaviour of the robot and measure subse-

quent effects on trust [44,64,65,91]. Other studies focus more

on comparisons between a human and a robot [11,12,39,106,

107]. There is also increasing focus towards understanding

interactions with robots who commit errors (‘faulty robots’).

All of these manipulations fall under the category of ‘robot-

related factors’ as defined by Hancock et al. [34,35]. Some

studies have also investigated child-related factors, such as

age [45,72], or context-related factors, such as the role of the

robot [19], the presence of other children, [86] or multiple

interactions over time [57,104]. However, as there are too

few studies to properly investigate these factors in the con-

text of a meta-analysis, and robot-related factors have been

identified as the most important in adult human–robot trust,

this meta-analysis will focus on robot-related factors.

1.2.1 Robot Embodiment

Studies on robot embodiment can be broken down into

two categories; studies comparing a human and a robot,

and studies comparing different robot embodiments. Studies

comparing human and robot interviewers often fail to find any

concrete or systematic differences between a human inter-

viewer [11,12,39,106,107]. Findings regarding the effect of

robot embodiment on trust can be equally uninformative,

with studies reporting little to no differences between phys-

ical and virtual embodiments [44,64] or between different

robot embodiments [20]. The extent to which these findings

reflect methodological problems (e.g., small sample sizes,

ceiling effects[5]) rather than a true lack of effect is currently

unclear (that is, there is absence of evidence rather than evi-

dence of absence). Thus, combining the results of studies

on embodiment in the form of a meta-analysis can provide

insight into the actual effect of robot embodiment on trust.

1.2.2 Robot Behaviour

Studies which evaluate a robot’s behaviour, such as emotional

expression, are also somewhat inconsistent. Tielman et al.

[91] found that a non-affective robot was rated higher on

social trust than an affective robot. Ligthart et al. [63] also

found that children were less intimate with an energetic robot

compared to a less energetic robot. Conversely, Breazeal et

al. [14] found that a contingent robot was trusted more than

a non-contingent robot. One core difference in these studies,

however, is the former both dealt with measures of social

trust, and the latter with competency. As such, differentiating

between social and competency trust when evaluating these

experiments may provide some insight into these inconsistent

findings.

1.2.3 Robot Errors

A subset of research in cHRI also focuses on the impact

of robot errors. For example, Geisskovitch et al. [31] did

not find consistent differences between reliable and unreli-

able robots on measures of both social and competency trust.

Weiss et al. [101] investigated the credibility of a robot which

provided a hint during a game that was later revealed to be

either correct or incorrect, and found a significant drop in

credibility when the robot was incorrect. Lemaignan et al.

[60] compared different types of robot errors (getting lost,

making a mistake, or disobeying) on children’s engagement

and anthropomorphism, and found that a robot which dis-

obeyed was less anthropomorphised than one which made

a mistake or got lost. Yadollahi et al. [108] manipulated the

type of error a robot made and identified children’s abil-

ity to recognise the robot’s mistakes (learning-by-teaching).

Finally, Zguda et al. [109] performed a qualitative analysis of

children’s reactions to a robot which showed a malfunction,

suggesting that children either did not notice or did not care

about the error of the robot. However, although robot errors

were a manipulated variable in all these studies, quantitative

measurements of trust were only included in the first two

[31,101]. Nonetheless, it may still be interesting to review

robot errors to determine if an effect on social trust, compe-

tency trust, or pro-social attitudes can be identified.

1.3 Current Meta-analysis

The aforementioned research demonstrates that comparing

findings across cHRI studies is difficult, as any difference

(or lack thereof) between a robot and a human, two different

robots, the same robot displaying different behaviours, or

a robot making errors cannot be directly attributed to any

one robot-related feature. One way of overcoming this is by

considering a general category of more human-like versus

more robot-like features (similar to the categorisation used

in [6]). In the human-like category, we consider more social

conditions (embodiment, behaviour or errors), compared to

more mechanical or baseline/control conditions in the robot-

like category. In doing so, an understanding of the precise

effects of robot behaviour, embodiment, and errors on social

and competency trust can be developed.

With this research we aim to set a common ground for

children’s trust in social robots by focusing on five main con-

tributions, (i) defining competency and social trust and their

role in cHRI, (ii) distinguishing between social trust and other

pro-social attitudes such as liking and friendship, (iii) analy-
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sis of robot-related factors that may influence both children’s

social and competency trust in social robots, (iv) identifica-

tion of different methods used to measure children’s trust

in robots and the interpretation of them by the researchers,

and (v) insights into how children interact with and perceive

social robots, therefore developing a deeper understanding of

how trust may potentially relate to other high-level outcomes

such as learning and engagement.

2 Method

We followed the Preferred Reporting Items for Systematic

Reviews and Meta-Analyses (PRISMA) Protocols for this

meta-analysis.1 We also used the example excel template and

R-scripts provided by the Stanford MetaLab.2 The documen-

tation outlining the decision process, inclusion and exclusion

criteria, included papers, extracted statistics and R-scripts

can be found on Github.3

2.1 Data Sourcing

Searches were conducted on a variety of multidisciplinary

databases, including Web of Science, Scopus, IEEE Xplore

and PsycINFO. Both journal articles and conference pro-

ceedings were considered. We also scanned the reference

lists of relevant studies, as well as the recent review by Van

Straten et al. [95] to identify additional papers. Papers already

known to the authors were also consulted, and included when

relevant. Authors who had published frequently in the field

were contacted to ask for any unpublished or file-drawer data,

however, this did not yield any new data. We also considered

non-peer reviewed sources such as unpublished PhD theses

and studies published on arXiv/PsyArXiv, however, this did

not uncover any additional results.

Given the relatively recent emergence of cHRI as a field,

we did not restrict our searches by year. Searches were con-

strained to English language papers. The following key terms

were decided on for the final searches: [robot AND child*

AND (trust OR secret OR share OR disclos* OR friend OR

error OR mistake*) AND NOT (autism OR asd OR dia-

betes)]. See Table 1 for a list of specific search parameters

and number of papers identified from each database. The last

search was conducted in January 2020.

2.2 Study Selection

Similar to [95], due to the heterogeneity of key words in

cHRI, we conducted a two-step data screening process. First,

1 http://www.prisma-statement.org/.

2 http://metalab.stanford.edu/.

3 https://github.com/natycalvob/meta-analysis-trust-cHRI.git.

Table 1 Search parameters and number of results for each database

Database Parameters Number of results

Web of Science Title/abstract/keywords 208

Scopus Title/abstract/keywords 216

IEEE Metadata 101

psycINFO All fields 19

the title and the abstract of all extracted papers were screened,

and irrelevant papers discarded. Any papers which could not

be evaluated from the title and abstract alone had the full-text

paper checked for eligibility. Any disagreements or ambigui-

ties around papers were resolved through discussion between

the two principal authors.

After the initial screening, 100 papers were retained. At

this step, we conducted in-depth full-text screening to con-

firm eligibility and refine inclusion criteria. Studies which

dealt with qualitative data, contained only proposals of stud-

ies, or were theoretical or technical were excluded. For papers

which reused data (e.g., a conference paper that was later

published as a journal article) we used only the paper with

the most detailed statistical reporting. We further excluded

papers where children did not directly interact with a robot

(e.g., watching videos), or only interacted with a virtual

agent. We retained papers which compared virtual and phys-

ical embodiment, so long as the experiment included at least

one condition with a physically embodied social robot. Stud-

ies with functional robots (e.g., [27]) were not considered.

Studies which dealt with adults or only teenagers were

excluded. Some studies included data from both children

and teenagers, in these cases either only the child data was

included, or if this data was not available, the means for the

combined age groups were used. Non-typically developing

children (e.g., children diagnosed with ASD) or children with

medical conditions such as diabetes or cerebral palsy were

excluded. Although children with diabetes are typically-

developing, we identified two reasons for the exclusion of

these studies. First, diabetes is a chronic disease that affects

the physical and emotional state of a child causing anxiety,

stress, and discomfort [47], and second, the studies were car-

ried out in hospitals, which is a very different experimental

setting from the other included studies. Studies from these

populations sometimes also included a control group com-

parison. We decided to also exclude these groups, as we were

primarily interested in studies manipulating factors related to

the interaction with the robot, rather than studies which com-

pared different populations of users. As such, we updated the

search terms to exclude any children with ASD or diabetes,

see Sect. 2.1.

Next, we divided the remaining papers into those eligible

for qualitative analyses and those for quantitative analysis.
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Studies without a manipulation or independent variable were

retained only for qualitative analyses. Studies which did not

explicitly measure trust, or measured trust only as part of

a broader construct like engagement, anthropomorphism, or

perceived social other, as well as papers which only con-

tained observations from teachers or parents rather than direct

measurements from the children themselves were also only

considered qualitatively. Following this process, 20 papers

were retained for quantitative analysis. See Fig. 1 for a flow

chart depicting the screening process (adapted from [74]).

2.3 Data Extraction

Papers were at first divided between the principal authors and

data extraction was completed independently, with consul-

tation for any unsure cases. Later, all eligible papers were

revised by the principal authors together.

All citation information was extracted, including the

authors, title, and year of the study. The age range and mean

age of children in the study, the country in which the study

was conducted, and the location of the study (e.g., school,

laboratory) were also recorded. The independent variables,

dependent variables, and design of the studies (between or

within groups) were then identified. For the independent

variables, the levels of the variable were also recorded. For

the dependent variables, we also considered how the data

was collected (i.e., via subjective or objective methods), the

type of data (e.g., questionnaire, interview, behavioural), the

length of the interaction (in minutes), and the structure of

the interaction (e.g., game, learning task, interview between

robot and child). We also classified the studies as either

short-term (single interaction, including multiple time points

within a single interaction session) or long-term (multiple

interactions over multiple time points). For studies which

included multiple interactions (either within groups or mul-

tiple time points) we considered only the length of a single

interaction session.

The type of robot used in the study (robot type), as well

as how the robot was operated (robot operation) was also

recorded. We categorised the robots used as either humanoid

Records identified 

through database 

searching

(n =   545)

Additional records identified 

through other sources

(n = 63)

Records after duplicates 

removed

(n = 351)

Records screened

(n =  414)

Records excluded

(n = 314)

Reasons for Exclusion

- Did not contain cHRI scenario

- Medical scenarios (72)

- Technical work (130) 

- Robot proposal (13)

- Other irrelevant work 

(15)

- Theoretical or review papers (13)

- Focus on education/learning 

robotics (17)

- Study conducted with adults (11)

- Surveys (10)

- Study conducted with non TD 

children (21)

- Other irrelevant material (11)

Full-text articles assessed 

for eligibility

(n =   100)

Full-text articles excluded, with 

reasons

(n =  64)

Reasons for Exclusion

- No trust measures (22)

- No robot interaction (6)

- No robot manipulation, no data, 

or only qualitative data (6)

- Research proposal / research 

summary (7)

- Couldn’t access full text (3)

- Review, theoretical, or technical 

paper (7)

- With adults (2) or teenagers (3)

- Other (5)

Studies included in 

qualitative synthesis

(n =  36)

Studies included in 

quantitative synthesis 

(meta-analysis)

(n =  20)

Full-text articles excluded, with 

reasons

(n =  16)

Reasons for Exclusion

- No trust measures 

- Robot error (3)

- Other (2)

- Qualitative data (3) or no robot 

manipulation (1)

- Missing/insufficient data (6)

- With teenagers (1)

Fig. 1 PRISMA flow chart of included studies

123



1984 International Journal of Social Robotics (2021) 13:1979–2001

or non-humanoid. The non-humanoid category was com-

prised of both zoomorphic and caricatured robots (as defined

by Fong et al. [29]), due to the low number of studies in each

of these categories, and the fact that all the robots concerned

still contained some degree of anthropomorphic features. We

classified the operation of the robot as autonomous, semi-

autonomous, or Wizard of Oz (WoZ) depending on the level

of control needed to operate the robot. Autonomous meant

with the exception of starting the program, the robot acted

without interference from the experimenters during the inter-

action, whereas semi-autonomous meant some elements of

the interaction still required manual input. WoZ indicates a

complete remote operation of the robot by a person (usually

the experimenter).

As described in Sect. 1, trust varies in its definition across

fields and purposes. This variation also affects the way trust

is measured. We classified the type of trust measurement

into two groups, objective measures, which refers to the

assessment of the participant behaviour in the sense that par-

ticipants are not aware of what the measurement outcome

reflects (e.g., behavioural observation) [24], and subjective

measures, where participants are aware of the outcome that

is assessed (e.g., self-report, interviews).

All relevant reported statistical information was then

extracted. Where the mean age of children in each group (for

between groups studies) or the total mean age (for within

groups studies) was reported, we used this in our analyses.

However, a number of studies only reported the age range.

For these cases, we estimated a mean based on the age range.

For studies with a between groups design, we then used either

the reported or estimated mean age for all groups, depending

on what was available. Where the mean length of the inter-

action was reported, we extracted this, otherwise we again

calculated an average based on the maximum and minimum

range reported.

For studies which did not report effect sizes, contained

insufficient information to compute them, or were otherwise

missing relevant information, the corresponding author was

contacted to request either the summary scores (means and

SDs) for the relevant variables, or where available, the raw

data. We adapted the email templates for author contact sug-

gested by Moreau and Gamble [75]. If we did not receive a

response within 1 month, we sent follow up emails both to the

corresponding author and any other authors with up-to-date

contact information. Papers where the authors did not reply,

no longer had access to the data, or were otherwise unable to

fulfill our request were then excluded from the quantitative

review (one paper, [101], was still included although the data

was not available for all variables as it reported other effect

sizes of interest). Data was classified as extracted from either

the paper, figures, or the authors. See Table 2 for a summary

of the 20 included studies.

2.3.1 Measures of Social Trust

Social trust was found to be primarily grouped into two main

methods; self-disclosure and secret-keeping, which mirrors

the developmental literature on trust in general [10,80]. Mea-

sures of self-disclosure were often based on behavioural

measurements such as length and type of responses [19,63],

number of words or pieces of information [104,106,107], or

revealing a secret to the robot [12]. Secret keeping, on the

other hand, was more based on the robots perceived social

fidelity using self report questions such as “do you think [the

robot] could keep your secrets” or “would you tell a secret

to [the robot]” [91]. For our analyses, we combined both

self-disclosure and secret-keeping together, as both fit the

definition of “belief that [the robot] will keep their word or

promises”.

2.3.2 Measures of Competency Trust

Measures of competency trust showed a similar division

between observational methods, such as forced-choice mea-

sures between agents in endorsing labels [14,31] or following

instructions [48] and self-report measures asking about the

perceived helpfulness of the robot [11,39,44]. We again

decided to combine these measures as both fell under the

definition of competency trust relating to “perceived compe-

tency or reliability of the robot”.

Studies on trust in cHRI may also do so in the context of

the selective trust paradigm [51]. In this task, children are

typically presented with two agents; one reliable and one

unreliable. The reliable agent gives correct labels for famil-

iar items, whilst the unreliable agent gives incorrect labels

(e.g., labelling a “cup”, a “ball”). Then, the two agents give

conflicting names for a novel, unfamiliar item and the child

is asked which label they endorse. For a review on the use of

the selective trust paradigm in psychology see [66].

2.3.3 Measures of Pro-social Attitudes

We also made the decision to create a separate category of

effects which asked about pro-social attitudes such as being

friends with the robot or liking the robot. While it is likely

that social trust is at least partially captured by these con-

structs [10], they are not direct measurements and constitute

separate constructs on their own. Nonetheless, as the over-

lap between these concepts and social trust is theoretically

interesting, we included studies from the screening process

which used measures of pro-sociality to conduct prelimi-

nary analyses comparing these with measures of social trust.

For example, we included measures that asked if the child

liked the robot (e.g., [11]) or if the child could be friends

with the robot (e.g., [60]). Liking and friendship both repre-

sent general pro-social attitudes towards the robot, and can
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be considered a reflection of underlying positive attitudes.

Although liking and friendship themselves may also be con-

sidered separate constructs, given the high overlap between

these terms this category is intended as a general first step

towards understanding how trust relates to other relevant

relationship-formation constructs.

However, as these variables were not a focus of our inclu-

sion criteria, these studies are not a complete representation

of the work in this area and thus the results presented here

regarding liking and friendship cannot be considered as a

comprehensive meta-analysis.

2.4 Meta-analytic Models

We planned four separate multivariate mixed-effects meta-

regression models. First, we ran meta-analyses for social trust

and competency trust individually, examining the effects of

moderators on each. We then also ran a third, combined

multivariate meta-analysis where we examined social and

competency trust together. Finally, we ran an additional mul-

tivariate meta-analysis comparing measures of social trust

with those of liking and friendship. We conducted all analy-

ses in R using the metafor package [98].4

All effect-size comparisons were done using Cohen’s d

as the standardised measure to compare means. Effect sizes

were calculated first from means and SDs, or when these

were not available, from t or F values. We computed effect

size variance by using sample size to weight the effect size

according to study precision, wherein studies with larger

samples were given higher weight. Most of the studies did

not report correlations to calculate effect sizes, for these cases

we imputed the correlations following the methodology pro-

posed by Stanford Metalab.5

Several studies measured trust by using different out-

comes (e.g., secret-keeping, following suggestions), or used

multiple comparison groups, thereby creating dependen-

cies between effect sizes. In order to account for multiple

dependent effect sizes per study, we designed a multilevel

structure where effect sizes from the same study were nested

within a study-level factor, and effect sizes from different

studies were assumed to be independent [9,32,77]. To cap-

ture these dependencies, we computed an approximation of

the variance–covariance matrix based on the correlations

between the effect sizes for each study [100]. We imputed the

variance–covariance matrix for correlated effects by using

the clubSandwich package in R.6

We formulated a random-effects multivariate meta ana-

lytic model including the weights of the effect sizes and

the variance–covariance matrix for sampling errors. In other

4 http://www.metafor-project.org/doku.php.

5 http://metalab.stanford.edu/.

6 https://CRAN.R-project.org/package=clubSandwich.

words, we implemented a hierarchical linear model using

random variables as the model parameters, where we ana-

lyzed the outcomes dependency and variance per study and

how those are related to their population. To do so, we used

the [inner | outer] formula, where the outcomes with

the same values of the outer grouping factor (study) are

assumed to be dependent, and therefore share correlated

random effects corresponding to the values of the inner

group factor (measures) [98]. To specify the variance struc-

ture corresponding to the inner factor, we implemented a

compound symmetric structure for a single variance compo-

nent corresponding to all the levels of the inner factor.

In addition, we conducted analyses for each of our iden-

tified moderators—age, interaction type, interaction length,

robot type, robot operation, robot-related factors, and type of

measure. The analyses followed the same structure described

before, but including the interaction between the dependent

variable (i.e., competency and/or social trust and/or liking)

and the moderator. Note that for categorical moderators, this

is equivalent to conducting a subgroup analysis on the indi-

vidual papers within each category.

For all analyses, we first created a funnel plot as a method

for estimating if there is bias in the existing publications

(i.e., the tendency for only significant results to be published)

[13,23,26,61]. The funnel plots each effect size against its

standard error, where an asymmetrical funnel typically indi-

cates a degree of publication bias. Larger (and therefore

usually more precise) studies tend towards the top of the

funnel, whereas less precise studies with greater variance are

at the bottom. Studies missing from one side of the bottom of

the funnel suggest that studies with smaller or non-significant

effects and lower sample sizes are less likely to be published.

We also created forest plots which represent each effect

size relative to its confidence intervals [13]. The effect size

weight is represented by the size of the circle, and confi-

dence intervals are shown by the length of the whiskers. The

diamond reflects the overall effect size.

There are two sources which can cause variation between

effect sizes; random error and true variation due to systematic

differences in study design, sample and/or measurements,

the latter which is known as heterogeneity [13]. Tests of het-

erogeneity therefore separate these causes and provide an

indication of how much of the variance between studies is

due to true differences in effect size. We conducted three

estimates of heterogeneity, Cochrane’s Q, τ 2 and I 2. A sig-

nificant Q test suggests a significant amount of the variance

between effect sizes can be explained by unaccounted for

between study differences. I 2 represents the proportion of

variance in the model that can be explained by these unac-

counted for factors, whereas τ 2 represents a more absolute

value of between study variance [13,42,97].

We conducted post-hoc power analyses for each meta-

analysis, determining both what the power is to detect an
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Table 3 Summary of competency trust, social trust and liking variables

Total Independent variables Robot related categories

Robot Context Child Behaviour Embodiment Error Human

Total studies 20 1 3 2∗∗ 6 3 3† 5†

Studies competency trust 7∗ 6∗∗ 1 1∗∗ 1 2 2† 2†

Studies social trust 10∗ 8 2 – 2 – 1† 5†

Studies liking-social 8∗ 7 – 1 3 1 1 2†

Total measures 52 36 7 9 12 5 8 11

Measures competency trust 19 12 1 6 3 4 3 2

Measures social trust 20 14 6 – 5 – 2 7

Measures liking-social 13 10 – 3 4 1 3 2

∗Two studies reported measures for liking, competency trust (CT), and social trust (ST), and one study for both CT and ST
∗∗One study reported measures for robot and child related variables
†Studies which reported more than one robot-related measure

effect given the current median sample size, as well as, what

sample size would be needed for each extracted effect to

detect a significant effect with at least 80% power [8,23,37].

Power was calculated using the pwr package in R.7 Lack

of power is problematic because it can lead to type II error

(false negatives), where an effect is incorrectly assumed to

be absent when it may in fact be present in the population

[15]. Somewhat counter-intuitively, low power also increases

the likelihood of type I error (false positives) when signif-

icant effects are reported. When measuring psychological

constructs in particular, larger sample sizes are often needed

as effect sizes are typically smaller [78,84], potentially due

the abstract / indirect nature of many measurements.

3 Results

A total of 52 effect sizes were extracted from the 20 identified

studies; corresponding to 20 effects for social trust, 19 for

competency trust, and 13 for pro-social attitudes. The overall

age of children ranged from 3–17 (M = 8.25, SD = 2.81).

The length of interactions ranged from 4–60 min (Mdn =

17). See Table 3 for a summary of the included studies.

After reviewing the eligible papers, we grouped the inde-

pendent variables into three main categories; robot-related

(e.g., embodiment and behaviour), child-related (e.g., age,

gender), and context-related (e.g., time, role of the robot), see

Table 3. However, due to the low number of studies on child-

related and context-related factors, we decided to run the

meta-analysis only for studies involving robot-related fac-

tors.

Within the robot related category, embodiment could be

further broken down into effects of embodiment of the robot

and effects comparing a robot and a human. Robot behaviour

7 https://CRAN.R-project.org/package=pwr.

was separated into effects of the behaviour of the robot, and

effects of robot errors.

This method of comparing robot conditions with multiple

alternatives was also used in [6]. In all cases, we defined the

first condition as the more robot-like condition, and the sec-

ond condition as the more human-like or social condition. For

the case of robot errors, we classified the error condition with

the human-like conditions, as previous studies have found

robots which commit errors are perceived as more human-

like [82]. Thus, a positive effect size reveals a positive effect

of human-like embodiment or behaviour, whereas a negative

effect size implies the opposite.

3.1 Social Trust

We ran a multivariate mixed-effects meta-analytic regres-

sion model using the effect sizes for social trust. Effect sizes

and their variances were calculated as described in Section

2.4. As moderators, we entered age, interaction type, interac-

tion length, robot operation, and type of measure. All studies

included for the social trust analysis used a humanoid robot,

hence for this model we did not consider robot type as a

moderator.

The overall meta-analytic model was non-significant, and

adding moderators did not account for any additional vari-

ance. However, there was a trend of the type of measure

suggesting that objective measures have a positive effect on

social trust for human-like features (p = 0.080). The results

from all meta-analytic models for social trust including mod-

erators can be seen in Table 4.

The funnel plot for social trust is depicted in Fig. 2. The

funnel is slightly asymmetrical, suggesting some slight pub-

lication bias could exist. There was non-significant between

study heterogeneity in effect sizes Q(13) = 14.97 , p = 0.309.

Although overall estimates for τ 2 and I 2 for all models were

quite low, indicating a low between study variation in effect
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Table 4 Meta-analytic regression for social trust

Est. [CI 95%] SE Est. z p value QM(df) τ 2 I 2

Model social trust 0.077† – 0.023 20.991

Social trust 0.179 [−0.019, 0.377] 0.101 1.768 0.077

Age 0.090† – 0.025 21.730

Age × Social trust 0.020 [−0.003, 0.042] 0.012 1.696 0.090

Interaction type 0.147† 5.359(3) 0.025 23.422

Game × Social trust 0.085 [−0.224, 0.393] 0.158 0.538 0.591

Interaction × Social trust 0.694 [−0.168, 1.555] 0.440 1.578 0.115

Interview × Social trust 0.208 [−0.046, 0.461] 0.129 1.607 0.108

Interaction length 0.170† – 0.031 25.759

Length × Social trust 0.008 [−0.003, 0.019] 0.006 1.374 0.170

Robot operation 0.153† 3.758(2) 0.025 21.305

Autonomous × Social trust 0.432 [−0.120, 0.984] 0.282 1.534 0.125

WoZ × Social trust 0.129 [−0.084, 0.341] 0.108 1.186 0.236

Robot related factors 0.122† 5.800(3) 0.023 21.456

Behaviour × Social trust 0.253 [−0.084, 0.590] 0.172 1.473 0.141

Error × Social trust 0.694 [−0.167, 1.554] 0.439 1.580 0.114

Human × Social trust 0.135 [−0.113, 0.383] 0.127 1.066 0.287

Type of measure 0.147† 3.835(2) 0.023 21.457

Objective × Social trust 0.268 [−0.032, 0.568] 0.153 1.751 0.080

Subjective × Social trust 0.118 [−0.145, 0.581] 0.134 0.877 0.380

∗ p < 0.05; ∗∗ p < 0.01; ∗∗∗ p < 0.001

† Overall p-value for test moderators

sizes, many of the included studies had low precision (i.e.,

large confidence intervals; see Fig. 3 which depicts the effect

sizes relative to their standard variation) which may obscure

the effect of between study differences in the true effect size

[13].

We next ran a post-hoc power analysis. For between

groups studies with average N = 34, observed power was

11%, and for within groups studies (average N = 19) it was

again 11%, suggesting these studies were severely under-

Fig. 2 Funnel plot for social trust

powered. Using the extracted average effect size of d = 0.18,

the number of participants that are required to detect a signif-

icant effect with 80% power is 491 per condition for between

groups studies, and 247 per condition for within.

Fig. 3 Forest plot for social trust
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3.2 Competency Trust

We used the same multivariate mixed-effects meta-analytic

regression model as described in Sect. 2.4 using the effect

sizes for competency trust, see Table 5. A forest plot depicting

the effect sizes relative to their standard variation can also be

seen in Fig. 5.

The funnel for competency trust (see Fig. 4) is asymmet-

rical and shows a large amount of spread even at the tip of

the funnel. This suggests both the presence of some bias, and

that studies with higher sample sizes, which should theoret-

ically have greater precision, still had large variation (this is

also reflected in the wide confidence intervals in Fig. 5).

The between study heterogeneity for all analyses fell

into the “high” range for I 2 as defined by [43], and the

overall test for heterogeneity was significant Q(11) =

174.70, p ≤ 0.001. Given the large amount of variation in

study designs, methods, and samples, this result is not surpris-

ing. Furthermore, high heterogeneity suggests the influence

Fig. 4 Funnel plot for competency trust

Fig. 5 Forest plot for competency trust

of moderators on the effect of robot related factors on trust

[13].

The overall meta analytic effect size estimate for compe-

tency trust was non-significant. However, after accounting

for the effect of moderators, there was a significant effect of

interaction type and robot related factors. Regarding inter-

action type, only children who interacted with the robot in

a game context showed a significant effect of human-like

attributes on competency trust. For the robot related factors,

children who interacted with a robot who committed an error

had a significant increase in competency trust, compared to

those who interacted with a non-faulty robot.

We again conducted a post-hoc power analysis. Given

the current average sample sizes of N = 40 and N = 17 for

between and within groups, respectively, the observed power

is 11% and 10%. In order to reach 80% power with the iden-

tified average effect size of d = 0.16, 558 participants are

required per condition for between groups studies, and 281

per condition for within groups.

3.3 Social and Competency Trust

Next, we ran a combined multivariate mixed-effects regres-

sion model using both social and competency trust as out-

comes, see Table 6. The variance–covariance matrix between

social and competency trust was calculated as described in

Sect. 2.4.

The funnel plot is again slightly asymmetrical, suggesting

a small degree of bias, see Fig. 6. The between study hetero-

geneity in all cases was low-moderate, but still significant

Q(23) = 53.42, p ≤ 0.001.

Without moderators, the overall meta analytic effect size

was significant for competency trust, but not social trust.

Moderators were significant for competency trust only.

Younger children showed greater competency trust in the

robot than older ones. The type of interaction with the robot

was again significant, however, the direction was reversed

from the model with only competency, in this case suggesting

that where children played a game with the robot, human-

like attributes had a negative effect on competency trust. The

length of the interaction was non-significant at the p < 0.05

level, but suggested a trend towards shorter interactions

leading to higher competency trust. The robot operation mod-

erator was significant, with experiments where the robot was

wizarded showing a negative effect of human-like attributes

on trust. Also, when accounting for the manipulation of robot

related factors, the behaviour of the robot influenced trust

such that more human-like behaviour lead to significantly

lower competency trust. Finally, the significant effect of

type of measure regarding subjective measures also had a

reverse direction suggesting these measures triggered a neg-

ative effect on competency trust for human-like attributes.
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Table 5 Meta-analytic regression for competency trust

Est. [CI 95%] SE Est. z p value QM(df) τ 2 I 2

Model competency trust 0.171† – 0.212 79.144

Competency trust 0.168 [−0.073, −0.408] 0.123 1.368 0.171

Age 0.147† – 0.208 78.739

Age × Competency trust 0.016 [−0.006, 0.037] 0.011 1.450 0.147

Interaction type 0.217† 5.764(4) 0.172 77.915

Game × Competency trust 0.274 [0.026, 0.523] 0.127 2.163 0.031*

Interaction × Competency trust 0.202 [−0.448, 0.852] 0.332 0.610 0.542

Interview × Competency trust −0.220 [−0.909, 0.459] 0.352 − 0.626 0.531

Learning task × Competency trust −0.111 [−0.494, 0.272] 0.196 − 0.567 0.571

Interaction length 0.351† – 0.218 79.256

Length × Competency trust 0.002 [−0.021, 0.025] 0.012 0.196 0.844

Robot operation 0.270† 2.620(2) 0.187 77.947

Semi-auto × Competency trust −0.111 [−0.496, 0.274] 0.196 − 0.595 0.572

WoZ × Competency trust 0.186 [−0.054, 0.426] 0.123 1.517 0.129

Robot related factors 0.001†*** 67.782(4) 0.648 91.954

Behaviour × Competency trust −0.308 [−1.869, 1.253] 0.796 − 0.387 0.699

Embodiment × Competency trust −0.111 [−1.499, 1.278] 0.708 − 0.157 0.876

Error × Competency trust 1.800 [0.397, 3.204] 0.716 2.515 0.012∗

Human × Competency trust −0.220 [−1.438, 0.998] 0.621 − 0.354 0.723

Type of measure 0.399† 1.838(2) 0.217 80.409

Objective × Competency trust 0.018 [−0.577, 0.613] 0.303 0.060 0.952

Subjective × Competency trust 0.174 [−0.078, 0.426] 0.129 1.355 0.176

∗ p < 0.05; ∗∗ p < 0.01; ∗∗∗ p < 0.001

† Overall p value for test moderators

The observed power to detect effects was again low, 12%

for between groups studies, average N = 38, and 11% for

within groups, average N = 18. Conversely, to detect an effect

of (d = 0.17) as identified in the model, 491 participants are

needed per condition for a between groups study, and 247

per condition for within groups.

3.4 Social Trust and Liking

For the final meta-analysis, we combined papers on social

trust with those measuring liking and/or friendship and ran

an additional multivariate mixed-effects regression model,

see Table 7. Again, the variance–covariance matrix between

social trust and liking was calculated as described in Sect.

2.4. A forest plot of effect sizes relative to their standard

variation for only those studies which contained measures of

liking can be seen in Figure 7.

The funnel plot is mostly symmetrical (See Figure 8),

indicating low or minimal publication bias. The Q-test for

heterogeneity was significant Q(22) = 84.24 , p = < 0.001,

suggesting the differences in effect sizes between studies may

be accounted for by differences in study-specific variables

(moderators).

The overall meta analytic effect size was significant only

for liking. Introducing moderators into the model accounted

for significant additional variance for liking. Age had a sig-

nificant effect on liking, suggesting younger children liked

the robots more. The type of interaction was again also signif-

icant, with studies where the children played a game with the

robot showing a negative effect of human-like attributes on

liking. Interaction length was also significant, with shorter

interactions again leading to greater liking. For the robot

operation, both the categories of WoZ and autonomous oper-

ation were significant moderators of liking, such that in both

cases human-like attributes showed a negative effect on lik-

ing. Studies which compared a robot and a human showed

that the robot was liked significantly more. Similarly, for

studies which manipulated embodiment, a more robot-like

embodiment was preferred. Finally, concerning type of mea-

sure, objective measures had a reverse direction suggesting

that for studies where these kind of measures were used, more

human-like features lead to lower liking.

Observed power for between groups studies with aver-

age N = 27 was 49%, and for within groups with average

N = 23 was 69%. Whilst this is an improvement compared

to the previous meta-analytic models, it still falls short of
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Table 6 Meta-analytic regression for social and competency trust

Est. [CI 95%] SE Est. z p-value QM(df) τ 2 I 2

Model competency + social trust 0.010†** 9.299(2) 0.041 48.044

Competency trust −0.256 [−0.445, −0.067] 0.096 − 2.655 0.008**

Social trust 0.179 [−0.046, 0.404] 0.115 1.560 0.119

Age 0.008†** 9.637(2) 0.043 49.471

Age × Competency trust −0.024 [0.041,−0.007] 0.009 − 2.773 0.006**

Age × Social trust 0.020 [−0.006, 0.045] 0.013 1.492 0.136

Interaction type 0.067† 13.213(7) 0.050 56.378

Game × Competency trust −0.308 [−0.517, −0.099] 0.107 − 2.888 0.004**

Game × Social trust 0.085 [−0.284, 0.454] 0.188 0.450 0.653

Interaction × Competency trust 0.202 [−0.425, 0.830] 0.320 0.632 0.528

Interaction × Social trust 0.694 [−0.279, 1.667] 0.496 1.397 0.162

Interview × Competency trust −0.220 [−0.685, 0.244] 0.237 − 0.929 0.353

Interview × Social trust 0.208 [−0.083, 0.499] 0.149 1.399 0.162

Learning task × Competency trust −0.111 [−0.581, 0.359] 0.240 − 0.462 0.644

Interaction length 0.074† 5.215(2) 0.050 52.463

Length × Competency trust −0.016 [−0.032, 0.000] 0.008 − 1.939 0.053

Length × Social trust 0.008 [−0.005, 0.021] 0.007 1.198 0.231

Robot type 0.010†** 9.299(2) 0.024 48.044

Humanoid × Competency trust −0.256[−0.445, −0.067] 0.096 − 2.655 0.008**

Humanoid × Social trust 0.179 [−0.046, 0.404] 0.115 1.560 0.119

Robot operation 0.041†* 9.967(4) 0.040 49.085

Autonomous × Social trust 0.432 [−0.172, 1.036] 0.308 1.402 0.161

Semi-auto × Competency trust −0.111 [−0.589, 0.368] 0.244 − 0.454 0.650

WoZ × Competency trust −0.268 [−0.468, −0.067] 0.102 − 2.615 0.009**

WoZ × Social trust 0.129 [−0.113, 0.370] 0.123 1.044 0.297

Robot related factors 0.071† 13.059(7) 0.047 54.950

Behaviour × Competency trust −0.308 [−0.524, −0.092] 0.110 − 2.791 0.005**

Behaviour × Social trust 0.253 [0.144, 0.650] 0.203 1.249 0.212

Embodiment × Competency trust −0.111 [−0.583, 0.362] 0.241 − 0.460 0.645

Error × Competency trust 0.202 [−0.425, 0.830] 0.320 0.632 0.527

Error × Social trust 0.694 [−0.278, 1.666] 0.496 1.399 0.162

Human × Competency trust −0.220 [−0.679, 0.238] 0.234 − 1.941 0.347

Human × Social trust 0.135 [−0.151, 0.420] 0.149 0.925 0.355

Type of measure 0.035†* 10.323(4) 0.043 49.909

Objective × Competency trust 0.018 [−0.506, 0.542] 0.267 0.068 0.946

Objective × Social trust 0.268 [−0.067, 0.603] 0.171 1.567 0.117

Subjective × Competency trust −0.271 [−0.465, −0.076] 0.099 − 2.731 0.006**

Subjective × Social trust 0.118 [−0.187, 0.422] 0.155 0.758 0.448

∗ p < 0.05; ∗∗ p < 0.01; ∗∗∗ p < 0.001

† Overall p-value for test moderators

the required 80% power threshold. To reach 80% power with

an identified moderate effect of d = 0.54, 55 participants are

needed per condition for between groups, and 29 per condi-

tion for within groups. The number of required participants

is lower than in previous models, as the overall effect size is

larger [21].

4 Discussion

Neither the meta-analysis for competency trust nor social

trust individually showed overall significant effects. Looking

at the moderators, competency trust showed some effects of

interaction type and robot errors, whereas social trust showed
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Fig. 6 Funnel plot for competency and social trust

a trend only for the moderator of measurement type. When

we combined both social and competency trust in a multi-

variate meta-analysis the overall model for competency trust

was significant, including for all moderators. The combined

model for social trust and liking revealed a significant overall

effects on liking only. Measurement type was again identified

as a potential moderator for social trust.

There was an overall negative effect of human-like

attributes on competency trust. This could suggest that in

all cases, more human-like behaviour or embodiment neg-

atively impacts competency trust. This effect is not totally

surprising, and aligns with previous findings which suggest

social behaviour in robots may not always be beneficial

for outcomes such as learning [49,99]. It is possible that

robots which are seen as more human-like create greater

expectations for performance, thus leading to a decrease in

competency trust if or when these expectations are not met.

Alternatively, robots with more machine-like embodiment

could improve impressions of competence due to associ-

ations with machine-like intelligence, especially in cases

where there are no social elements associated with the task.

Competency trust could also overlap to some extent

with learning [54]. Thus, the negative relationship between

human-like behaviours and competency trust may provide a

potential explanation for some of the previously somewhat

counter-intuitive findings regarding the effect of robot social

behaviours on learning. Future work should focus on the dis-

entanglement of competency trust from objective learning

outcomes, in determining how robot behaviour and embodi-

ment affects both separately.

The absence of any effect for social trust is surprising,

given the predominant focus on social and interpersonal trust

in the literature (e.g., [14,39,40,52]). One explanation for

this is that there was more variation in studies measuring

social trust, which can be seen by comparing Figs. 3 and

5. This variation could mask any effects on social trust, as

studies are less precise regarding the true effect size. This

variance could also reflect the overlap of social trust with

other, related social constructs, suggesting that these studies

were not successfully tapping into this element of trust.

4.1 Moderators

All of the models except for social trust indicated moderate-

high heterogeneity, suggesting differences in effect sizes

between studies are due to systematic differences rather than

random error. We attempted to account for these differences

by identifying a set of study-specific moderators which could

be influencing the results. Each moderator (age, length of

interaction, interaction type, robot type, robot operation, type

of measure, and robot-related factors) is discussed individu-

ally below.

4.1.1 Age

In the combined social and competency model, age was sig-

nificantly negatively associated with competency trust. If this

result is reflective of a true effect, then it would be unsur-

prising, as younger children (ages 6–10) previously have

been found to score higher on domains such affective reac-

tions [69], conceptualising the robot as a social other [45],

and persuasion and credibility [101] when interacting with

social robots. This would suggest a general trend of younger

children being more susceptible to manipulations of robot

embodiment and behaviour. However, the fact that this effect

was seen in the competency trust outcome alone, and that

the effect size is very small (−0.024) could suggest the pres-

ence of a spurious effect, especially given low power can not

only lead to type II error, but increases the possibility of type

I error being present where significant effects are detected

[15].

4.1.2 Interaction Type

In the model focusing on competency trust alone, studies

which involved the child playing a game with the robot

showed a positive effect of human-like attributes on compe-

tency trust. However, in the combined social and competency

trust model, the direction of this effect was reversed. Due to

the lack of any stable effect, no strong conclusion regard-

ing the effect of interaction type can be drawn as to how it

influences trust.

In the combined social trust and liking model, the nega-

tive effect of human-like attributes was mimicked for liking.

This result is surprising, as although social behaviours may be

detrimental for learning [49,99], they are typically associated

with other positive factors such as valence and enjoyment

[33,44,104]. Only two studies reported effects of both com-

petency trust and liking together, [11,39], and as such, we
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Table 7 Meta-analytic regression for social trust and liking

Est. [CI 95%] SE Est. z p-value QM(df) τ 2 I 2

Model social trust + liking 0.042†* 6.332(2) 0.216 74.632

Social Trust 0.179 [−0.186, 0.544] 0.186 0.961 0.336

Liking Social −0.540 [−0.995, −0.085] 0.232 − 2.326 0.020*

Age 0.003†** 11.431(2) 0.151 66.815

Age × Social trust 0.020 [−0.016, −0,055] 0.018 1.069 0.285

Age × Liking social −0.080 [−0.128, −0.031] 0.024 − 3.246 0.001***

Interaction type 0.041†* 14.637(7) 0.192 73.087

Game × Social trust 0.085 [−0.296, 0.465] 0.194 0.436 0.663

Game × Liking social −0.937 [−1.779, −0.094] 0.430 − 2.180 0.029*

Interaction × Social trust 0.694 [−0.336, 1.723] 0.525 1.320 0.187

Interaction × Liking social −0.052 [−1.143, 1.038] 0.556 − 0.094 0.925

Interview × Social trust 0.208 [−0.221, 0.637] 0.219 0.949 0.343

Interview × Liking social −1.009 [−1.715, −0.302] 0.361 − 2.797 0.005**

Learning task × Liking social 0.080 [−0.429, 0.589] 0.260 0.307 0.759

Interaction length 0.039†* 6.466(2) 0.240 76.063

Length × Social trust 0.008 [−0.013, 0.029] 0.010 0.765 0.444

Length × Liking social −0.020 [−0.036, −0.004] 0.008 − 2.507 0.012*

Robot type 0.003†** 13.845(3) 0.129 63.270

Humanoid × Social trust 0.179 [−0.093, 0.451] 0.139 1.291 0.197

Humanoid × Liking social −0.877 [−1.446, −0.307] 0.290 − 3.018 0.003**

Zoomorphic × Liking social −0.434 [−0.828, −0.039] 0.201 − 2.155 0.031*

Robot operation 0.025†* 12.798(5) 0.185 70.255

Autonomous × Social trust 0.432 [−0.528, 1.392] 0.490 0.882 0.378

Autonomous × Liking social −1.097 [−2.019, −0.175] 0.471 − 2.331 0.020*

Semi-auto × Liking social 0.080 [−0.523, 0.682] 0.307 0.259 0.795

WoZ × Social trust 0.129 [−0.224, 0.481] 0.180 0.716 0.474

WoZ × Liking social −0.712 [−1.263, −0.161] 0.281 − 2.533 0.011*

Robot related factors <0.001†*** 30.010(7) 0.074 51.104

Behaviour × Social trust 0.253 [−0.205, 0.711] 0.234 1.084 0.279

Behaviour × Liking social 0.095 [−0.258, 0.447] 0.180 0.526 0.599

Embodiment × Liking social −1.097 [−1.748, −0.446] 0.332 − 3.301 <0.001***

Error × Social trust 0.694 [−0.287, 1.674] 0.500 1.386 0.166

Error × Liking social 0.286 [−0.486, 1.058] 0.394 0.727 0.467

Human × Social trust 0.135 [−0.216, 0.486] 0.179 0.753 0.451

Human × Liking social −1.009 [−1.595, −0.422] 0.299 − 3.370 <0.001***

Type of measure 0.186† 6.182(4) 0.250 76.918

Objective × Social trust 0.268 [−0.304, 0.840] 0.292 0.919 0.358

Objective × Liking social −0.943 [−1.861, −0.026] 0.468 − 2.015 0.044*

Subjective × Social trust 0.118 [−0.414, 0.650] 0.271 0.434 0.664

Subjective × Liking social −0.290 [−0.846, 0.265] 0.283 − 1.025 0.305

∗ p < 0.05; ∗∗ p < 0.01; ∗∗∗ p < 0.001

†Overall p-value for test moderators

did not conduct a meta-analysis combining these factors.

Consequently, further research is needed investigating the

relationship between social trust, competency trust, and lik-

ing to determine whether the negative effect of human-like

attributes replicates.
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Fig. 7 Forest plot for liking

Fig. 8 Funnel plot for social trust and liking

4.1.3 Interaction Length

Interaction length also influenced competency trust, such that

shorter interactions may lead to higher competency trust. It

is possible that during shorter analyses initial expectations

are able to be maintained, whereas as interactions increase

in length there are more opportunities for the robot to com-

mit an error or otherwise perform sub-optimally, therefore

leading to a decrease in competency trust. Manipulating the

length of a single interaction session as a variable could there-

fore be interesting, as it may provide an indication of how

long it takes for impressions of trust in robots to form. It is

also possible that, should there be multiple, repeated interac-

tions, trust would either increase, or revert to baseline levels.

However, as only two studies included in the analysis were

conducted long-term, we were unable to test this hypothe-

sis. In the future, more long-term studies which focus on the

development of trust over several repeated interactions would

be beneficial.

4.1.4 Robot Type

The majority of studies were conducted with humanoid

robots, primarily using NAO (SoftBank Robotics). As such,

we were unable to conduct a proper investigation into how

physical robot embodiment influences trust. This limits the

extent to which our results can be generalised, as how chil-

dren interact with NAO may not be representative of social

robots in general. This is relevant given the finding that more

human-like attributes decrease competency trust, as its pos-

sible that more zoomorphic or functional robot designs have

different effects on trust, especially if expectations regarding

performance change for these embodiments. We therefore

motivate future researchers to test different robot embodi-

ments and evaluate their effects on trust perception.

4.1.5 Robot Operation

Robot operation as a moderator was only significant in the

combined social and competency trust model. This result

suggested that for studies where the robot was wizarded,

human-like attributes lead to a negative effect on compe-

tency trust. However, again this result should be interpreted

with caution. Wizard of Oz was the most common method of

operation, and thus we cannot rule out the possibility of type

I error (false positive). However, should this result reflect

a true effect, it could suggest that wizarded robots embody

some features which autonomous or semi-autonomous robots

do not, and which lead to an incongruency between human-

like attributes and competency trust. For example, wizarded

robots may be more contingent or socially responsive com-

pared to autonomous systems, thus echoing the idea that

human-like behaviours are not always beneficial for com-

petency trust.

Given the current technological limitations of social

robots, and especially with children as a user group [5], using

a wizarded robot is not inherently problematic [88]. Wizard

of Oz designs can allow for manipulation of features that are

not yet technically possible, as well as guide towards features

to focus on in future autonomous programming. Nonetheless,

human control over the robot could allow for combina-

tions of behaviour that are not necessarily realistic [79], as

well as introduce issues with transparency and perceived

agency, especially as regards children as users [40,102,103].

Thus, as technological capacities progress, comparing WoZ

to autonomous or semi-autonomous robot designs will allow

for a more nuanced understanding of how and if having a

human controller affects different aspects of the interaction,

such as trust.
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4.1.6 Robot Related Factors

Another moderator we considered was the type of robot

related factor which was manipulated. Robots which com-

mitted an error showed a significant positive effect on trust

in the competency trust model only, such that robots which

made an error were trusted more. This is a surprising find-

ing, and conflicts with studies in adults that suggest errors

violate competency trust [73,82,83]. It is possible that chil-

dren perceive and react to errors differently than do adults

[5]. However, there was only a very small number of effect

sizes which contributed to this relationship (N = 3), which,

given the high heterogeneity and small sample sizes, may not

have been sufficient to conduct specific subgroup analyses.

Thus, more investigation needs to be undertaken regarding

the specific effects of robot errors on children’s trust.

The other robot related factor to show an effect was robot

behaviour, which showed a negative effect of human-like

behaviour on competency trust in the combined social and

competency trust model. This finding again aligns with the

overall idea that human-like behaviour is not necessarily

always beneficial in child robot interaction.

4.1.7 Type of Measure

The type of measure showed a trend for social trust. This

result revealed that children who are not aware of the fact that

an outcome is being measured show a higher degree of social

trust in the robot. The majority of the studies classified as

objective measures are related to self-disclosure, suggesting

that robotic systems promote interactions where children feel

more comfortable revealing personal information toward the

robot. This attitude contributes to the development of a closer

relationship with the robot [19,22].

Potentially, self-disclosure itself may be an imprecise

measurement of social trust, as it is difficult to quantify and

may show significant individual variation between partici-

pants [22,105]. Developing more precise measurements of

social trust, and contrasting them with other, related mea-

sures should thus be a focus of future research. In fact, [94]

recently published a series of scales intended to distinguish

between closeness to, trust in, and perceived social support in

a robot. This study represents a first step towards the develop-

ment of standardised scales, however, as with any measure,

its success will depend on the adoption and use by other

researchers in the field.

Measure type also had a significant effect on the combined

social and competency trust model, suggesting that for stud-

ies where children’s trust was measured objectively, more

human-like robots were perceived as less competent. Finally,

the significant effect found on the combined social trust and

liking model suggest that there is a negative effect of objec-

tive measures that decreases the perceived likability of the

robot for more human-like features.

The findings from the ‘measurement type’ moderator

demonstrate the importance of using adequate procedures

and measures at assessing trust in cHRI studies. These results

are consistent with social psychology studies suggesting that

subjective and objectives measures elicit different responses

[24]. We believe that objective measures of trust allow for

capturing more natural interactions between the child and

the robot, as well as reducing biases introduced by subjec-

tive measures.

4.2 Qualitative Observations

From a qualitative perspective, all of the studies relating to

robot errors focused on the robot’s reliability, with errors

directly linked to task performance. No studies were found

which related to non-task related errors or social errors. A

possible exception is [58], where the robot could be argued

to make a social error by revealing information it was not

supposed to know. However, in this study they only anal-

ysed children’s affective responses, and did not measure trust

directly. As such, an additional valuable direction for future

research relates to how social errors, such as social faux pas,

impact trust. For example, it is possible that social errors

would be more related to social trust, and by manipulating

these or other social norm violations we would begin to see

more of an effect on social trust [89]. Consequently, a distinc-

tion between social and competency errors, and how these

differentially affect both social and competency trust would

be useful.

In the two studies conducted long term [57,104], both

found children’s perceptions of the robot to remain posi-

tive or increase over time. The ‘novelty effect’ in HRI is

gathering increasingly more attention [4,59], as researchers

try to determine whether the effects found in short-term

interactions generalise across repeated encounters. This is

especially relevant in the domain of trust, where children

may form immediate impressions of trustworthiness [16].

As such, long-term studies will be of crucial importance to

understand the trajectory of trust development, breakdown,

and recovery in cHRI.

4.3 Methodological Considerations and
Recommendations

A common theme among these analyses was a serious lack

of power. The median sample size in the included studies for

within participants was N = 18 and for between participants

N = 60, which is far too low to reach the recommended

threshold of 80% power, especially considering the average

effect sizes found in the data range from small to medium
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[21]. Thus, these analyses reveal a trend in cHRI publications

towards under-powered analyses.

Consequently, rather than suggesting that any given pre-

dictor or moderator does (or does not) affect trust, these

results are more indicative of a broader problem relating to

insufficiently powered study designs in cHRI. That being

said, recruiting children for HRI studies is often difficult,

which is undoubtedly the reason behind the universally low

sample sizes. Studies in cHRI could instead benefit from

simpler experimental designs, where a smaller sample size

is required to detect effects. In the case of more complex

designs, sufficient statistical power should be accounted for

a priori in the design and conceptualisation of the study (e.g.,

through software such as G*Power [25] or the pwr package in

R). In all cases, power analyses should be conducted a priori.

cHRI researchers could also focus more towards international

collaborations, such as the Many Labs project [90].

Notwithstanding, the required sample sizes determined

by the post-hoc power analyses may still be an over-

estimation, as all effect size estimates were quite small [21].

As such, it is possible that if true effects do exist, they would

be larger and thus detectable with a smaller sample size (as

is seen in the post-hoc power analysis for social trust and

liking).

A second theme which emerged amongst the results

relates to the high confidence intervals, reflecting low pre-

cision around effect size estimates. Again, this is telling of

a broader underlying issue in cHRI relating to inconsistent

study designs, measurements, and moderators. One reason

for this could be the lack of common ground in defining con-

structs, which is discussed as a general problem in HRI in [4].

This lack of consistency means both that studies which on

the surface appear to measure the same outcome may in fact

be measuring separate constructs, and that replication of any

one finding is difficult. Thus, the field of cHRI would benefit

from a corpus of standardised definitions and measurements,

especially as it relates to more psychological constructs such

as trust.

As is also discussed in [95], the reporting of statistical

information in cHRI studies can be lacking, in particular

for non-significant findings. We further confirm this assess-

ment through a quantitative evaluation of cHRI studies in the

domain of trust. To facilitate clear and transparent interpre-

tation of findings, for all hypotheses the relevant statistical

tests and effect sizes should be reported. Where possible,

all means and standard deviations for identified conditions

and outcomes should also be available [either in the paper

itself, or, if space is limited, published elsewhere such as in

supplementary materials, on GitHub, or the Open Science

Framework (OSF)].

When conducting and reporting analyses, a clear dis-

tinction should also be made between hypotheses which

were made a priori, and post-hoc exploratory analyses. This

includes reporting significance for individual items in a scale

versus the total scale, the reliability of scales, splitting data

into groups, or reporting effects or interactions that were

not initially hypothesised. Transparency around reporting of

non-hypothesised results will minimise the chance of type-II

error (false-negatives) and allow for greater reproducibility

of results. This has the benefit of increasing precision of

reported effects, and thus comparing results across studies

and determining true effect sizes will be easier.

Finally, all studies included in the review came from

WEIRD populations (Western, Educated, Industrialised,

Rich, Democratic) [41]. One study was considered which

compared populations of Dutch and Pakistani children [86],

however, it contained insufficient statistical information to be

included in the quantitative review. Notwithstanding, given

that children’s trust can show cultural variation [67], and that

there is cultural variation in attitudes towards robots [3,62],

comparing children’s trust in robots cross culturally is a valu-

able direction for future work.

5 Limitations

One of the major benefits of a meta-analysis is the ability

to combine the results of several studies to conduct more

powerful analyses [13]. However, like any other analysis

a meta-analysis itself still has limits to its statistical power

[37,93]. Given the small number of eligible studies, the high

heterogeneity between them, and the small sample sizes,

specific subgroup analyses were more difficult to conduct.

This meant not all of the identified moderators (e.g. robot

operation, type of robot, interaction length) were able to

be investigated with sufficient detail. In addition, we were

unable to investigate other factors which may influence trust,

such as child related factors or context related factors, due to

a lack of studies in these areas.

Trust itself is also a highly complex and nuanced con-

cept. Making clear distinctions between the two identified

domains of social and competency trust is not always straight-

forward. Similarly, the boundary between social trust, liking,

and friendship is also blurry, especially when it comes to

behavioural measures such as self-disclosure, which poten-

tially tap into several underlying constructs [22,105]. The

analysis of pro-social attitudes such as liking and friend-

ship was also not comprehensive, as these terms were not

the focus of our search criteria. As such, we welcome other

researchers in the field to come together to create a more

cohesive understanding of the role of trust in cHRI as a

whole, and to continue the development of methods and

measures through which such relationships can be cap-

tured.

The field of cHRI is still in its infancy, which made

conducting a comprehensive meta-analysis at this point
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difficult, and limited our ability to draw more outspo-

ken conclusions. Nonetheless, we hope the methodological

and conceptual findings from this research will form the

groundwork for more future high-quality research, upon

which a more thorough meta-analysis can build on. In

addition, we hope the issues highlighted here can also

guide researchers towards which elements are important

in the design and realisation of future experiments in this

area.

6 Conclusion

In sum, this meta-analysis provides a concrete conceptu-

alisation of trust in two domains, social and competency.

There was a general finding that human-like behaviours do

not always positively influence competency trust or liking.

These results contribute to a growing body of evidence which

challenges the idea that embodying robots with human-like

behaviour is always beneficial. Several moderating factors

were also found to influence competency trust and/or lik-

ing; including age, interaction length, and robot operation.

For social trust, only one moderator showed a trend towards

significance, type of measure, which revealed that whether

the measure used to capture trust was subjective or objective

influences the direction of effect.

In addition, the meta-analysis uncovered several direc-

tions for improvement when it comes to the design and

implementation of cHRI experiments. Whilst any one indi-

vidual study may comprise good experimental design (as

many of the studies included here have), generalising across

these studies is difficult due the low sample sizes, low power,

and high standard variations. Current and future researchers

in cHRI should take on the challenge of improving results

and replication by designing studies with larger sample sizes,

consistent definitions and transparent statistical reporting.
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