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A meta-analysis of social desirability distortion compared computer questionnaires with

traditional paper-and-pencil questionnaires and face-to-face interviews in 61 studies (1967—

1997; 673 effect sizes). Controlling for correlated observations, a near-zero overall effect size

was obtained for computer versus paper-and-pencil questionnaires. With moderators, there

was less distortion on computerized measures of social desirability responding than on the

paper-and-pencil measures, especially when respondents were alone and could backtrack.

There was more distortion on the computer on other scales, but distortion was small when

respondents were alone, anonymous, and could backtrack. There was less distortion on

computerized versions of interviews than on face-to-face interviews. Research is needed on

nonlinear patterns of distortion, and on the effects of context and interface on privacy

perceptions and on responses to sensitive questions.

As computer and computer-based telecommunications

technologies proliferate through society, increasingly they

are being used to solicit information from people. Previ-

ously existing clinical instruments, personality scales, job

attitude scales, cognitive selection tests such as the Graduate

Record Examination (GRE), and training inventories are

among the many kinds of instruments that have been con-

verted to computerized administration (Mead & Drasgow,

1993). Computer-administered employment, medical and

psychiatric intake, consumer preference, and blood donor

interviews have been developed to replace both paper-and-

pencil and face-to-face interviews, and electronic surveys

administered from remote sites already are used to gather

personnel, medical, consumer information, and other social

science data (Kiesler, Walsh, & Sproull, 1992; Synodinos &

Brennan, 1988). Computers offer efficiency advantages

over traditional formats, such as reducing transcription er-

rors, and make possible new measurement options such as
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interactive branching, personalized probes, and provision of

explanatory material and on-line help. Should the rapid

growth of residential computing continue, psychological

assessment using the Internet and the World Wide Web also

might become commonplace.

Even as computerized instruments have gained currency

in many fields, researchers over the years have regarded

their equivalence to traditional formats as somewhat uncer-

tain (e.g., American Institutes for Research [AIR], 1993;

Matarazzo, 1983; Potosky & Bobko, 1997; Schuldberg,

1988). In a meta-analysis examining the effect of comput-

erizing cognitive measures such as the GRE, Mead and

Drasgow (1993) concluded that mode of administration

affects the equivalence of speeded but not power tests. No

such meta-analytic review, however, has been conducted for

noncognitive instruments. Noncognitive instruments in-

clude psychological inventories (e.g., the Minnesota Mul-

tiphasic Personality Inventory [MMPI]), attitude scales

(e.g., Job Descriptive Index; Smith, Kendall, & Hulin,

1969), behavioral interviews (e.g., intake interviews regard-

ing drug use and abuse), and various scales or subscales of

social desirability distortion (e.g., Balanced Inventory of

Desirable Responding [BIDR]; Paulhus, 1984). Of particu-

lar concern to those who use computerized noncognitive

instruments for selection or clinical evaluation is the cross-

mode correlation of scores elicited in computerized and

traditional modes and the rankings of respondents produced

in the two modes. Although some researchers have reported

that computerized and traditional instruments elicit highly
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correlated scores (e.g., Potosky & Bobko, 1997), other

studies have shown more modest correlations (e.g., Lush-

ene, O'Neil, & Dunn, 1974; Katz & Dalby, 1981; Van-

sickle, Kimmel, & Kapes, 1989; White, Clements, &

Fowler, 1985; Wilson, Genco, & Yager, 1985).

In that noncognitive instruments typically solicit self-

reports of personal information, respondents sometimes

slant their responses in a socially desirable direction; their

level of social desirability distortion has long been known to
vary with the mode of administration (Sudman & Bradburn,

1974). Much of the uncertainty, and the research, about

computerized noncognitive instruments has focused on

whether the computer mode of administration alters respon-

dents' level of social desirability distortion. Differences in

social desirability distortion, in turn, might result in mean

differences in scores between computer and traditional in-

struments. Some investigators have found less social desir-

ability distortion and more candor in responses to a com-

puterized instrument as compared with responses to a

traditional instrument (e.g., Evan & Miller, 1969; Kiesler &

Sproull, 1986; Martin & Nagao, 1989). Others have found
more social desirability and less candor in responses to a

computerized instrument as compared with responses to a

traditional instrument (Davis & Cowles, 1989; Lauten-
schlager & Flaherty, 1990; Schuldberg, 1988). Still others

reported no differences in responding across administration

mode (Booth-Kewley, Edwards, & Rosenfeld, 1992; Erd-

man, Klein, & Greist, 1983; White et al., 1985). King and

Miles's (1995) recent analysis of the factor structure of four

computerized and paper-and-pencil instruments suggests

that traditional and computerized modes of administration

have similar latent structures; yet their respondents received

significantly higher scores on a measure of social desirabil-

ity distortion in the paper-and-pencil version than in the

computer version.

On the basis of the long-standing interest of researchers

in the equivalence of computerized and traditional noncog-

nitive instruments, the absence of a previous meta-analysis

of this literature, and inconsistent reports of social desir-

ability response effects, we undertook this study. The study

had two main purposes. Its first purpose was to evaluate the

literature comparing computer noncognitive instruments

with traditional instruments to assess the extent to which

mean differences in scores exist. We also made a separate

examination of the effects of computer versus traditional

modes of administration on direct measures of social desir-

ability distortion. Our second purpose was to examine the

conditions under which computer instruments and tradi-

tional instruments yield nonequivalent results. For example,

if computerized and traditional modes of administration

differ in the degree to which they support perceptions of
anonymity, and if anonymity reduces social desirability

distortion, then anonymous or identified data collection

should affect mean score differences across modes. Identi-

fying such conditions could inform the design of new com-

puter instruments whose presentation features or response
alternatives may differ from traditional formats. To these

ends, we conducted a meta-analysis of the published liter-

ature that has accumulated for the last 30 years comparing

computer and traditional noncognitive questionnaires, psy-

chological tests, and interviews.

Social Desirability Distortion

Social desirability distortion refers to the tendency by

respondents, under some conditions and modes of adminis-

tration, to answer questions in a more socially desirable

direction than they would under other conditions or modes

of administration. Other terms used in this literature are

response bias (Rezmovic, 1977), socially desirable re-

sponding (Zerbe & Paulhus, 1987), response distortion (Po-

tosky & Bobko, 1997) and overreporting (Turner et al.,

1998). Social desirability distortion can result from quite

different processes. For example, unintentional distortion

can occur through carelessness and disinterest, mood

changes, changes in the depth of cognitive processing about

the self, or overconfidence (e.g., Dunning, Griffin, Miloj-

kovic, & Ross, 1990). Paulhus (1984) distinguished be-
tween unintentional self-deception and intentional impres-

sion management. Intentional impression management

might involve strategically "faking bad" to obtain a re-

sourcer-such as disability compensation, or sympathy, or it

could involve "faking good" to make a good impression or

to hide sensitive personal information. Most discussions in

the literature on computer instruments have referred to the

latter, that is, whether respondents using a computer instead

of a traditional instrument will be more or less likely to

purposely distort their responses in a socially desirable
direction. Although the existence and impact of intentional

distortion on prediction or evaluation is open to some debate

(Douglas, McDaniel, & Snell, 1996; Ones, Viswesvaran, &

Reiss, 1996), evidence suggests that the usefulness of non-

cognitive measures is eroded when respondents intention-

ally bias their answers in a socially desirable direction

(Snell & McDaniel, 1998; Zickar & Robie, 1998).

Several arguments have been advanced concerning the

specific role of social desirability distortion in computerized

instruments. One argument, dating from the 1960s when

computers were first used for measurement (Smith, 1963),

is that respondents using a computer as compared with

traditional instruments may feel anonymous, private, or free

of social pressure and the evaluative "test" situation, and

hence may be less prone to give socially desirable answers

(or more prone to be candid). One of the first applications of

a computerized instrument was a medical intake interview

on allergy problems, in which the investigators reported that
the computer interview elicited more complete information

than medical charts (Slack, Hicks, Reed, & Van Cura,
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1966). In 1969, Evan and Miller reported that respondents
were more open to the computer for "highly personal and
possibly disturbing" content areas (p. 216). Greist and his
colleagues, who developed several psychiatric interviewing
systems, reported that "computer administration seems to
make patients more comfortable and candid than does a
human interviewer" especially in "interviews for sexual
dysfunction, and alcohol and drug use" (Greist & Klein,
1981, p. 767). Sproull and Kiesler (1986) argued that com-
puterized instruments (of that era) typically lacked social
context cues such as visual reminders of the test format and
organizational identifiers. The absence of familiar test cues

might make computer instruments seem evaluatively neu-
tral, not only in comparison to a real interviewer, but also in
comparison to traditional printed questionnaires or surveys.

Research on computer-mediated communication (e.g.,

Dubrovsky, Kiesler, & Sethna, 1991; Short, Williams, &
Christie, 1976; Sproull & Kiesler, 1986) indicates that peo-
ple often experience a feeling of privacy or anonymity while
communicating through the computer. Some investigators

have speculated that computer administration might in-
crease perceptions of the measurement situation as private
or anonymous (e.g., Evan & Miller, 1969; Griffith & North-
craft, 1994; Kantor, 1991; Lucas, Mullin, Luna, & Mclnroy,
1977; Robinson & Walters, 1986; Turner et al., 1998). A
large literature shows anonymity reduces social desirability
distortion and increases self-disclosure (Cannavale, Scarr,
& Pepitone, 1970; Diener, Fraser, Beaman, & Kelem, 1976;
Lindskold & Finch, 1982; Mathes & Guest, 1976; Rosen-
feld, Giacalone, & Riordan, 1992; Singer, Brush, & Lublin,

1965; White, 1977; Zerbe & Paulhus, 1987). Instructions
that responses to questions will be anonymous should serve
to reassure respondents, and this instruction might be espe-
cially effective when respondents are using a computer
instrument that does not request identifying information and
conveys few social context "test" cues. Also, if respondents
type responses that seem to disappear into the computer,
they may feel more anonymous than they do taking tradi-
tional tests, in which there is a concrete reminder of the
evaluation, such as a printed questionnaire or interviewer
(Sproull & Kiesler, 1991).

Other researchers have argued that computer administra-
tion in some cases could reduce feelings of privacy and
anonymity (e.g., Rosenfeld, Booth-Kewley, Edwards, &

Thomas, 1996; Yates, Wagner, & Suprenant, 1997). Rosen-
feld et al. (1996) argued that a computer can seem threat-
ening rather than safe when respondents know their re-
sponses will be identified, verified, and stored in a database.
In their study of the "big brother syndrome" in a Navy boot
camp, recruits gave responses indicating higher levels of
impression management when they were identified and used
a networked computer, a finding that supports the authors'
claim. Yates et al. (1997) displayed a computerized ques-
tionnaire on an overhead projector and asked groups of

undergraduates to answer sensitive questions using keypads

at their seats. The students perceived this computer condi-
tion to be much less anonymous than the paper-and-pencil
comparison condition.

A different line of argument concerns the effects on
social desirability distortion of technological advances in
computer instruments themselves. When computers were
first used in assessment, items were often displayed on
terminals as green phosphorous uneditable screens of text,

and respondents typically could not go back to review their
responses. Researchers have argued that if respondents are
constrained by the computer in the ways they can look at
items and answer (e.g., by not being able to skip items, not
having the option of answering "don't know," or not being

allowed to backtrack), they may feel self-conscious or wary
(e.g., Spray, Ackerman, Reckase, & Carlson, 1989). As a
result, respondents may give more socially desirable re-

sponses on the computer instrument. Newer hardware and
software have made it possible to improve the interface, and
now give investigators many options for presentation of

items. For instance, computer forms can resemble printed
"interviews" (e.g., Intuit's MacInTax software), or they can
look just like standardized printed questionnaires, complete
with official trademarks or logos and fill-in-the-blank items.
One might argue on this basis that there can be no overall
effect of computerization. The effect will depend on how
the interface makes respondents feel; the more a computer
instrument resembles a traditional instrument, the more the
two instruments should produce similar responses.

Meta-Analysis

Because a vast majority of studies have compared mean
differences between the scores obtained when the mode of
administration was a computer instrument as compared with
a paper-and-pencil instrument or face-to-face interview, our
meta-analysis first addressed whether mean scores in non-
cognitive assessments have in fact differed across adminis-
tration mode and the direction of social desirability distor-
tion implied by these differences. Because the literature
suggests that mean differences vary with type of instrument
and features of the administration context and interface, we
did not make a prediction as to the overall effect of admin-

istration mode across all studies.

Hypotheses

We used hierarchical regression to test hypotheses about
the conditions under which computer instruments would
generate more or less social desirability distortion than

comparable traditional instruments. We pursued this explo-
ration using a statistical analysis that allows clustered (i.e.,

correlated) observations so as to fully use all interpretable
effect sizes reported in the literature.
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Mode comparison. The nature of the cross-mode com-

parison has received practically no discussion in the litera-

ture we reviewed. Yet today's computer instruments have

much more in common with paper-and-pencil instruments

than with face-to-face interviews, particularly in .respect to

factors that should affect social desirability distortion. In the

literature we reviewed, both computer and paper-and-pencil

instruments displayed printed items, were self-administered

(respondents either typed into a computer or wrote on a

questionnaire), could be made anonymous or identified, and

could be administered when respondents were completely

alone or with others. Many (but not all) investigators used

the same levels of anonymity and presence of others in both

the computer and paper-and-pencil conditions of their

studies.

By contrast, comparisons of computer "interviews" with

face-to-face interviews nearly always have confounded

mode of administration with other important variables, par-

ticularly self-administration, anonymity, and the presence of

others. In some studies self-administration has been varied

independently or controlled (e.g., Robinson & West, 1992),

but the interviewer's presence in the face-to-face condition

would have reduced perceptions of anonymity, and the

interviewer's appearance, intonation, hesitations, facial ex-

pressions, or gestures would have conveyed more social

expectations and social pressure than the computer instru-

ment would have conveyed. It has been suggested that

face-to-face interviews are more likely to elicit social de-

sirability distortion than are paper-and-pencil questionnaires

(Sudman & Bradburn, 1974). Face-to-face interviews ap-

pear to differ from computer questionnaires in much the

same way.

Hypothesis 1: The difference between a computer instrument
and a traditional instrument will be greater in magnitude, and

in the direction of less social desirability distortion on the
computer, when the traditional instrument is a face-to-face
interview rather than a paper-and-pencil questionnaire.

Measures of social desirability distortion. As noted

above, researchers have posited that social desirability dis-

tortion is the principle cause of mean score differences

between computer and traditional instruments. To examine

this idea, researchers comparing computerized and tradi-

tional modes of administration have used measures of social

desirability distortion as dependent variables. Measures of

social desirability distortion are operationalizations of re-

spondents' response bias due to their desire to appear so-

cially desirable. These measures include the Social Desir-

ability Scale (Edwards, 1957), the K (Defensiveness) and L

(Lie) scales of the MMPI, the Crowne-Marlowe Need for

Approval scale (Crowne & Marlowe, 1964), and the BIDR,

which attempts to measure innocent positive self-deception

as well as strategic positive impression management

(Paulhus, 1984). In a few studies, researchers' dependent

measure of distortion was the difference between self-

reported and objective data about participants. For instance,

Martin and Nagao (1989) compared college students' self-

reported grade point averages and college entrance exami-

nation test scores with their actual scores. Waterton and

Duffy (1984) compared self-reported alcohol consumption

with actual alcohol sales figures.

Researchers also have examined indirect evidence of

social desirability distortion in many psychological, medi-

cal, personality, and employment scales, inferring the de-

gree of distortion from the extent to which scores obtained

were in the direction of normality or social desirability. Less

distortion might be inferred from more negative scores on

measures of medical, educational, or psychological prob-

lems. For example, elevated scores on an instrument mea-

suring anxiety would be considered indicative of low social

desirability distortion. We reasoned that instruments specif-

ically designed to measure social desirability distortion have

face validity as measures of social desirability response

bias, and are more reliable and direct indicators of distortion

than instruments used to measure diverse other traits, syn-

dromes, attitudes, and behavior. We therefore decided to

split the analysis and evaluate results for the two kinds of

instruments separately. We first evaluated the results of

comparisons of computer and paper-and-pencil measures of

social desirability distortion. Then we evaluated the results

of comparisons of computer and paper-and-pencil measures

of all other traits, attitudes, and behaviors. Although we did

not formulate a testable hypothesis, we expected differences

in social desirability distortion to be evident in studies using

measures of distortion, whereas these differences might not

be evident in studies using other measures.

Perceptions of anonymity, neutrality, and privacy. Re-

searchers have argued that the evaluation situation carries

more neutrality and anonymity when the mode of adminis-

tration is by computer, in part because of the absence of

social context information in the computer and the percep-

tion that responses disappear into the computer screen. This

process ought to be moderated by context factors such as

anonymity or identity instructions, whether or not respon-

dents are alone (interacting only with the computer), and

whether or not the computer's information processing ca-

pabilities arouse privacy concerns. Typing into a computer

may reinforce anonymity instructions, resulting in less so-

cial desirability distortion with a computerized instrument

than a paper-and-pencil instrument.

Hypothesis 2: When respondents are assured anonymity, less
social desirability distortion will occur with a computer in-
strument than with a paper-and-pencil instrument.

The presence of an interviewer, test administrator, exper-

imenter, or other respondents in the testing situation might

obviate claims of anonymity and remind respondents of the



758 RICHMAN, KIESLER, WEISBAND, AND DRASGOW

evaluative test nature of the situation, whereas being alone
would reinforce the sense of neutrality and privacy.

Hypothesis 3: When respondents are alone while responding
to items on a computer, less social desirability distortion will
occur with a computer instrument than with a paper-and-
pencil instrument.

Ease of response and other interface attributes. Per-
haps because of technical limitations of their computers or
software, some investigators using computer instruments
have prevented respondents from reviewing, skipping, or

changing their responses as they could with paper question-
naires. Such constraints may lead respondents to worry
about making mistakes, to process their responses more
thoughtfully, or to feel a lack of control, and then to increase
their social desirability distortion (e.g., Spray et al., 1989).
For example, Lautenschlager and Flaherty (1990) argued
that without being able to check previous responses "re-
garding how much one has already distorted responses in
certain situations, one may be more prone to further distort
any given item" (p. 313).

Hypothesis 4: Not being able to skip items (or to answer "not
applicable" or "don't know") and not being able to backtrack
and edit answers will lead to greater social desirability dis-
tortion on computer instruments relative to traditional instru-
ments that typically include these features.

Sensitive information. Catania, Gibson, Chitwood, &
Coates (1990) have proposed that socially desirable distor-
tion is likely to increase when the items are of a highly
sensitive nature, dealing, for example, with sexuality or
illegal behavior. When asked to answer sensitive informa-
tion, respondents may be wary of responding with candor
because they may have something to hide. A mode of
administration that seems to protect the person's identity or

anonymity should have a greater impact when the items are
sensitive than when they are not (Catania et al., 1990).

Hypothesis 5: When instruments solicit sensitive, personal, or
otherwise risky information as compared with impersonal
information, less social desirability will occur with the com-
puter instrument than with the traditional instrument.

Method

Literature Review

We manually searched the literature from 1967 to 1997 using

Psychological Abstracts, Social Citations Index, Social Sciences

Citation Index, and reference lists of all the articles we located. We

used the keywords and keyword phrases that included computer

forms, instruments, questionnaires, or interviews; measurement,

distortion, disclosure, anonymity, social desirability, socially de-

sirable, response effects, and response bias. We ultimately ob-

tained studies from the social sciences, computer sciences, and

medical literature and communicated with colleagues to search for

additional relevant research. Authors of studies found in the initial

literature search were contacted to obtain additional information

and sources. We also relied on our own knowledge of the literature

on social aspects of computer technology to find articles and books

that might contain references to studies of social desirability dis-

tortion and self-disclosure. We made every effort to find all eligi-

ble manuscripts; however, undoubtedly we missed some studies.

We included or excluded studies in our meta-analysis according

to the following rules: A study had to be a published investigation

of computerized questionnaires, noncognitive tests, or structured

interviews; we did not include studies of email communication or

group discussion using computers (for a review of that literature,

see Kiesler & Sproull, 1992). We excluded studies of cognitive

ability or achievement such as the GRE (for a review of the effect

of computer administration of cognitive tests, see Mead & Dras-

gow, 1993). To be included in the analysis, studies had to have

included a comparison or control group (e.g., a condition in which

respondents completed a paper-and-pencil instrument); studies that

lacked a comparison group or seriously violated the usual stan-

dards of experimental design (e.g., compared data from two dif-

ferent sources at two different times) were excluded. Also, the

studies that we included had to be described sufficiently, with the

statistics necessary to compute an effect size, although in several

cases we were able to include studies when the authors provided us

with the needed information. We included studies in which the

computerized instrument displayed items on a desktop or laptop

computer, terminal, or workstation and respondents typed or keyed

in their answers. We did not include a. few recent studies of

computer-based systems in which items were administered using a

group projection screen, or audio or telephone systems (Tou-

rangeau & Smith, 1996; Turner et al., 1998; Yates, Wagner, &

Suprenant, 1997).

We excluded unpublished studies from our analysis because we

were able to locate very few that would have qualified by our

criteria. In this domain of research (equivalence of forms of

administration), journals have published well-crafted studies in

which the authors found no differences between the computer

instrument and the traditional instrument. Thus, we believe our

exclusion of unpublished manuscripts is unlikely to have created a

significant "file drawer" problem.

With the above restrictions, the final sample included a collec-

tion of 673 effect sizes from 61 studies spanning almost 30 years

of research. Table 1 lists the studies used in the analysis.

Moderators

On the basis of our hypotheses, we coded the following vari-

ables for each study: cross-mode comparison conditions (computer

vs. paper-and-pencil questionnaire or computer vs. face-to-face

interview); type of noncognitive assessment (personality inven-

tory, attitude scale, symptom checklist, or social desirability mea-

sure such as the BIDR); anonymity instructions (anonymous or

identified); presence of one or more others during administration

of the instruments (alone or not alone); whether or not the instru-

ment requested highly sensitive personal information; computer

response options (skipping and backtracking options available or

not available). When the comparison condition was a face-to-face

interview, anonymity and presence of others were coded for the

computer condition only.

We also examined various study characteristics. The study char-
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acteristics included study design (between or within groups); type

of subject population (student, substance abuse, psychiatric, or

other adult); percentage of women in the sample; mean age of the

sample; year of publication; and reliability of the dependent

measures.

Operationalization of the moderators was straightforward except

in the categorization of measures as sensitive. A measure was

coded as sensitive if it asked for personal information not normally

discussed among casual acquaintances, such as information about

the respondent's finances, criminal record, sexual behavior, or use

of drugs. Psychiatric tests and behavior checklists regarding sexual

practices or drug usage were coded as sensitive. The first and

second authors independently coded the moderator variables. The

percentage of agreement was 89%. In cases of disagreement,

additional information was gathered from the authors of the studies

and any remaining differences were resolved through discussion.

Procedure

Meta-analysis is currently receiving a great deal of attention

from statisticians. Applied researchers may be most familiar

with the approach to meta-analysis called validity generalization

(Hunter, Schmidt, & Jackson, 1982) in which the observed vari-

ance of a set of correlations is compared to the variance expected

on the basis of artifacts (sampling variability, restriction of range,

criterion unreliability). Validity generalization is just one analysis

from a much larger collection of methods; indeed, Hedges and

Olkin's (1985) book documents numerous methods.

Our approach to meta-analysis used multiple regression to ex-

amine the effects of various moderators. The dependent variable

was the effect size, d, computed as:

, Af c - Aft

where Mc and Mt denote scale means for the computerized and

traditional comparison groups (paper-and-pencil or face-to-face

format), respectively, and s is the pooled within-group standard

deviation (Hedges & Olkin, 1985). As noted previously, most

personality scales, symptom checklists, and attitude measures were

not developed as measures of social desirability distortion. We

made certain assumptions about the relationship between higher

scores on these scales and social desirability distortion. If most

respondents attempting to be socially desirable want to appear

normal and healthy (fake good), then scores reflecting less illness,

fewer symptoms, or lower abnormality (e.g., lower MMPI scores

for depression and anxiety) should reflect more social desirability

response distortion. In this vein, we receded all scales so that

higher scores always referred to greater social desirability distor-

tion (e.g., attempting to look good, failing to discuss personal

problems, etc.). In our analyses, effect sizes are positive when

respondents apparently engaged in more social desirability distor-

tion on the computer instrument compared with the traditional

instrument and negative when respondents apparently engaged in

less social desirability distortion on the computer instrument com-

pared to the traditional instrument.

We performed a series of regression analyses in an attempt to

find a parsimonious model that accurately predicted the effect size

statistic as a function of the comparison modes, type of assess-

ment, computer software interface, presence of others, anonymity,

and other study characteristics that we coded. Such a model could

then be used to interpret the consequences of potential moderators.

Two major difficulties were encountered in our analyses. First,

some of the independent variables were highly correlated, which

created problems frequently observed in the presence of multicol-

linearity (e.g., large standard errors for regression coefficients).

For example, the age of the subject population and backtracking

were highly correlated (r = .73), possibly because of differences in

the types of computers used in schools versus other settings. When

two moderators were highly correlated, we did not enter both into

the regression equation. As described below, only subsets of

variables were entered in order to minimize multicollinearity ef-

fects and simplify interpretation.

The second problem resulted from the fact that many studies

reported more than a single effect size. When multiple effect sizes

were reported for a given study, it seemed unlikely that treating

each effect size as a separate case for the regression analyses

would s_atisfy the standard statistical assumption that one's obser-

vations are independent. In past meta-analyses, researchers have

considered (a) randomly picking one effect size per study, (b)

averaging across the effect sizes reported for a single study, or (c)

ignoring this violation of a critical statistical assumption. The first

two options have the advantage of satisfying the assumption that

the cases used for the regression analyses are independent; unfor-

tunately, these approaches discard substantial amounts of informa-

tion. The latter approach uses all the available data for analysis, but

creates questions about the accuracy of the hypothesis tests.

In our meta-analysis, we used all the data available, but explic-

itly accounted for the "correlated error" of multiple effect sizes

from a single study. Specifically, multiple effect sizes from a

single study were treated as observations from a clustered sample

(i.e., nonindependent observations; see Cochran, 1977, for statis-

tical details). The SUDAAN computer program (Shah, Barnwell,

& Bieler, 1995) accounts for clustered observations by increasing

the magnitude of the standard error for parameter estimates to the

degree that observations within clusters provide redundant infor-

mation. Point estimates of parameters, however, are unaffected by

nonindependence of observations (Shah et al., 1995). We used

multiple effect sizes from individual studies (when they were

reported) in regression analyses that explicitly corrected for sta-

tistical dependencies among observations.

We examined the design effect, a statistic that indexes the

degree of dependence in clustered data, to determine the extent to

which effect sizes within studies were not independent (and hence,

the degree to which it was necessary to correct the standard errors

of regression coefficients). The design effect is defined as:

deff=
variance for estimate from actual sampling design

variance for estimate from a simple random sample'

Thus, the design effect is less than 1 when a sampling plan (for

example, a stratified random sample) is more efficient than a

simple random sample. In our case, with clustered observations,

we were interested in the degree to which the design effect would

be greater than 1; this would inform us about the degree to which

dependencies of within-study effect sizes reduced the amount of

information provided by the data.

(text continues on p. 763)
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Table 1

Summary of Meta-Analysis Study Characteristics

Study Design
0

Mean
computer

N

Mean
control

N
Female % M age
in sample (years) Sample

Categorical
variables'

1
 Measures

0

Mean
effect

size (d)
d

No. of
effect

sizes to
compute

M

Computer versus paper-and-pencil instruments

Biskin & Kolotkin
(1977, Study 1)

Biskin & Kolotkin
(1977, Study 2)

Booth-Kewley et al.
(1992)

Davis & Cowles
(1989)

Erdman et al. (1983)
Evan & Miller

(1969)

Finegan & Allen
(1994, Study 1)

Finegan & Allen
(1994, Study 2)

Finegan & Allen
(1994, Study 3)

French & Beaumont
(1989)

George et al. (1992)

Greist et al. (1975)

Hart & Goldstein
(1985)

Hinkle et al. (1991)

Honaker et al.
(1988)

Honaker et al.
(1988)

Kantor (1991)
Katz & Dalby

(1981)
Kiesler & Sproull

(1986)
Kiesler & Sproull

(1986)
King & Miles

(1995)

Koson et al. (1970)

Lambert et al.
(1987)

Lankford et al.
(1994)

Lautenschlager et al.
(1990)

Liefeld (1988)

B

B

B

B

W
B

B

W

B

W

B

B

B

W

B

W

B
W

B

B

B

B

W

B

B

B

37

18

40

72

133
30

31

40

36

124

48

50

20

22

20

20

92
18

49

13

483

16

21

65

42

239

45

21

42

75

133
30

32

40

31

203

49

50

10

22

20

20

84
18

51

20

391

16

21

66

39

261

.00

.00

.00

.52

—
.00

.49

.80

.55

.37

.54

—

.00

.82

.50

.50

.20

.50

.16

.16

.46

.50

.00

.49

.70

—

19.5

19.5

20.0

19.5

—
19.5

19.5

19.5

19.5

38.4

19.0

—

43.6

31.5

30.9

30.9

45.0

28.3

19.5

19.5

21.0

20.0

42.4

19.5

18.8

—

Undergraduates

Undergraduates

Navy recruits

Undergraduates

HS students
Undergraduates

Undergraduates

Undergraduates

Undergraduates

Psychiatric
patients

Undergraduate

Substance abuse
patients

Psychiatric
patients

Psychiatric
patients

Adults

Adults

Adults
Psychiatric

patients
Undergraduates

Undergraduates

Undergraduates

Undergraduates

Medical patients

Undergraduates

Undergraduates

Adults

1/2/2/1

1/2/2/1

3/1/1/3

1/2/1/1

2121-11
2I2/-I-

2/1/2/1

2/1/2/1

2/1/2/1

1/-/2/2

-111-12

2121-12

21-121-

-I-I-/2

-1-1212

-1-1212

-11121-
2/1/1/1

201-1-

2121-1-

1/1/1/2

2I2/-I-

1/1/1/2

-/-/-/-

3/-/1/1

-/!/-/-

MMPI

MMPI

Impress Mgrat (BIDR)
Self-Deception (BIDR)
Crowne-Marlowe
Locus of Control (Rotter)
Anxiety scale
Eysenck Personality Inventory
Cigarette/Drug use
Manifest Anxiety (MMPI)
Lie Scale (MMPI)
Allport-Vernon values
Srole Anomie
Factual information
Impersonal items
Pool personal items
Pool impersonal items
Social Desirability
Achievement motivation
Attitude scale
Anxiety scale
Social Desirability
Attitude scale
Social Desirability
Crowne-Marlowe
Self-Deception
Eysenck Personality Inventory

Beck Depression Inventory
State-Trait Anxiety Inventory
Homosexuality
Murder wish
Premarital sex
MMPI

Personal problem checklist

MMPI

MMPI

Job Description Index
Eysenck Personality Inventory

Crowne-Marlowe
Personal questions
Crowne-Marlowe

Self-Deception (BIDR)
Impress Mgmt (BIDR)
Mach V scale
Equity Sensitivity
Self-Esteem (Rosenberg)
Threat (MMPI)
K Scale
MMPI

Beck Depression Inventory
Purpose of Life (Beck)
Impress Mgmt (BIDR)
Self-Deception (BIDR)
Attitude scale

0.23

0.17

0.08
-0.07
-0.24

0.30
0.26

-0.03
-0.24

0.00
0.31
0.89
0.00

-0.48
0.64

-0.48
0.03
0.51
0.61
0.25

-0.48
0.00
0.44

0.00
0.00
0.00
0.04

-0.44
-0.27
-0.47
-0.30
-0.29

0.28

-0.14

-0.08

0.03

-0.05
0.63

0.39
-0.55

0.64

0.02
-0.18
-0.10
-0.15
-0.05

-0.27
0.06

-0.01

-0.16
0.30
0.37
0.14

0.11

14

14

4
4
2
2
2
6
1
1
1
1
1
1
1
1
1
1
1
1

'I
1
3
1
1
1
8

1
2
1
1
1

28

1

80

80

5
3

1
1
1

1
1
1
1
1
1
1

28

1
1
2
2
8
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Table 1 (continued)

Mean
computer

Study

Locke & Gilbert
(1995)

Lukin et al. (1985)

Lushene et al.
(1974)

Martin & Nagao
(1989)

Martin & Nagao
(1989)

Millstein (1987)

Potosky & Bobko
(1997)

Rezmovic (1977)

Ridgway et al.
(1982)

Robinson & West
(1992)

Rosenfeld et al.
(1989)

Rosenfeld et al.
(1991)

Rosenfeld et al.
(1996)

Rozensky et al.
(1986)

Schuldberg (1988)
Scissons (1976)

Skinner & Allen
(1983)

Synodinos et al.
(1994)

Watson et al, (1990)

White et al. (1985)
White et al. (1985)
Whitener & Klein

(1995)

Wilson et al. (1985)

Design"

B

W

W

B

B

B

W

W

W

B

B

W
B

B

B

w'

B
W
B

W

N

54

66

31

25

19

33

176

49

27

37

148

36

42

86

150
20

50

265

200

25
25
20

64

Mean
control

N

54

66

31

27

23

43

176

49

27

32

148

36

42

86

150
18

50

274

200

25
25
20

64

Female %
in sample

.50

.67

1.0

.34

.34

1.0

.55

.29

.00

.52

.00

—

.00

.28

.44

.00

.24

—

.00

.55

.55

.51

1.0

M age
(years)

19.8

19.5

19.5

19.5

19.5

16.9

19.5

19.5

26.8

27.0

—

19.5

19.1

35.1

19.5
19.5

28.0

40.0

38.1

18.5
18.5
19.5

19.4

Categorical
Sample

Undergraduates

Undergraduates

Undergraduates

Undergraduates

Undergraduates

Medical patients

Undergraduates

Undergraduates

Nurses

Psychiatric
patients

Adults

Undergraduates

Adults

Psychiatric
patients

Undergraduates
Undergraduates

Medical patients

Adults

Psychiatric
patients

Undergraduates
Undergraduates
Undergraduates

Undergraduates

variables

2/2/2/1

-121-12

2/1/2/1

1/2/1/2

1/2/1/2

2/2/2/1

1/1/2/2

2/2/-/-

2/-/-/-

1/-/1/1

2/-/-/-

ll-l-l-

3/1/1/1

l/l/-/-

2/1/-/-
-I-I2I2

\I2I-I-

-/-/-/-

1/-/1/-

1/-/2/1
1/-/2/1
1/1/1/3 '

-/-/-/-

Measures
c

MMPI F scale
Drinking habits
Reactance Scale
Trait Anxiety
Beck Depression Inventory
MMPI

Locus of Control (Rotter)

SAT bias
GPA bias
Sexual behavior
Substance abuse
Gynecologic symptoms
Nongynecologic symptoms
Positive affect
Negative affect
Impress Mgmt (BIDR)
Self-Deception (BIDR)
Experiences and Attitudes
Locus of Control
Cro woe-Marlowe
Eysenck Personality Inventory

No. of symptoms
No. of previous visits
No. sex partners
Decision-making survey

Job Description Index

Impress Mgmt (BIDR)
Self-Deception (BIDR)
Computer Attitude Survey

MMPI
California Psychological

Inventory
Michigan Alcoholism Screen

Complaints

MMPI

MMPI
MMPI
Need for Achievement
Locus of Control (Rotter)
Self-Esteem (Rosenberg)
Impress Mgmt
Test Attitude Battery

Mean
effect

No. of
effect

sizes to
compute

size (df M

-0.29
0.65
0.00
0.04
0.00
0.17

-1.81

0.62
0.00
0.00
0.16
0.12
0.00
0.82

-0.31
0.06

-0.03
0.00
0.08

-0.03
0.05

-0.52
-0.31
-0.21

0.21

-0.06

0.29
0.39

-0.20

0.07
-0.70

0.00

-0.09

0.02

0.01
0.04
0.72
0.64
0.42
0.77
0.15

1
9
I
1
1

26

1

1
1
1
1
1
1
4
5
1
1
9
2
2
6

1
1
1
1

1

2
2
8

14
11

1

12

13

28
56

4
4
4
4
6

Computer versus face-to-face interviews

Alemi & Higley
(1995)

Angle et al. (1979)

Barren et al. (1987)
Canoune & Leyhe

(1985)
Carr & Ghosh

(1983)

B

W

B
W

W

35

55

19
52

26

45

55

19
52

26

.47

—

—
.50

—

36.6

—

20.0
19.5

—

Adults

Psychiatric
patients

Undergraduates
Undergraduates

Psychiatric
patients

1/2/2/2

\l-l-l-

-I2I\/-
-121-1-

1121-1-

Risk Factors

Mental health problems
Specific problems
Client Expectancy Survey
Interpersonal values

Phobia questionnaire
Symptom checklist

0.46

-2.43
-2.22

0.06
0.11

-3.59
-1.85
(table

1

1
1

11
3

1
1

continues)



762

Table 1 (continued)

RICHMAN, KIESLER, WEISBAND, AND DRASGOW

Study Design"

Carr et al. (1983)

Davis et al. (1992)

Erdman et al. (1992)

Fan-ell et al. (1987)

Ferriter (1993)

Greist et al. (1987)

Kobak et al. (1990)
Kobak et al. (1993)
Koson et al. (1970)

Levine et al. (1989)

Liefeld (1988)
Locke & Gilbert

(1995)
Locke et al. (1992)
Lucas et al. (1977)

Martin & Nagao
(1989)

Martin & Nagao
(1989)

Millstein (1987)

Robinson & West
(1992)

R. Rosenfeld et al.
(1992)

R. Rosenfeld et al.
(1992)

Skinner & Allen
(1983)

Sproull (1986)
Waterton & Duffy

(1984)

W

W

W

W

B

W

W
W
B

W

B
B

W
W

B

B

B

W

W

W

B

W
B

Mean
computer

N

37

100

78

103

10

150

32
97
16

102

239
54

272
36

25

19

33

37

24

23

50

48
145

Mean
control

N

37

100

78

103

10

150

32
97
16

102

288
54

272
36

27

36

32

37

24

23

50

48
175

Female %
in sample

.41

.35

.61

.70

—

—

.56

.51

.50

.61

—
.50

.51

.00

.34

.34

1.0

.52

.50

.50

.24

.38

.00

M age
(years)

37.0

41.4

36.0

25.0

38.0

37.6

31.4
37.0
20.0

32.5

—
19.8

40.0
—

19.5

19.5

16.9

27.0

35.8

23.7

28.0

34.0
—

Sample

Psychiatric
patients

Psychiatric
patients

Psychiatric
patients

Psychiatric
patients

Psychiatric
patients

Psychiatric
patients

Adults
Adults
Undergraduates

Psychiatric
patients

Adults
Undergraduates

Adults
Substance abuse

patients
Undergraduates

Undergraduates

Medical patients

Psychiatric
patients

Psychiatric
patients

Adults

Medical patients

Adults
Adults

Categorical
variables

b
 Measures

0

1/2/1/1

l/-/-/-

1/2/-/2

1/2/2/2

l/-/-/-

1/2/-/2

1/2/1/2

1/2/1/2
2/2/-/-

-/-/-/-

-/!/-/-
2/2/2/1

2/-/-/-
1/-/2/-

1/2/1/2

1/2/1/2

2/2/2/1

1/-/1/1

1/1/1/2

1/1/1/2

1/2/-/-

1/2/-/-
-/2/1/1

Masturbation
Criminal record
Impotence
Alcohol/drug abuse
Fired from job
Suicide attempt
Drug symptoms

NIMH Diagnostic

No. of complaints

No. of extreme responses

Diagnostic Interview

Hamilton Depression Scale
Hamilton Anxiety Scale
Threat (MMPI)
K Scale
Suicide prediction

Attitude Scale
MMPI F scale
Drinking Habits
HIV Risk
Alcohol consumption

Locus of Control

SAT bias
GPA bias
Sexual behavior
Substance abuse
Gynecologic symptoms
Nongynecologic symptoms
Positive affect
Negative affect
No. of symptoms
No. of previous visits
No. of sex partners
Obsessive Scale
Compulsive Scale
Obsessive Scale
Compulsive Scale

Michigan Alcoholism Screen

No. of extreme responses
Alcohol consumption

No. of
effect

Mean sizes to
effect compute

size (df M

-0.91
-0.82
-0.69
-0.76
-0.63
-0.63

0.24

0.07

-0.82

-0.20

-0.08

0.09
-0.20
-0.38

0.29
-2.81

. 0.05
0.59
0.44

-0.30
-0.69

-1.92

0.54
0.61

-0.21
-0.24
-0.18

0.18
1.03

-0.39
-1.12
-0.26
-0.33
-0.12
-0.11
-0.57
-0.83
-0.10

0.47
-0.19

1
1
1
1
1
1
1

1

1

1

1

3
3
1
1
1

8
1
8
2
1

1

1
1
1
1
1
1
4
5
1
1
1
2
2
1
1
1

1
3

Note. Dashes indicate missing data. MMPI = Minnesota Multiphasic Personality Inventory; Mgmt = management; BIDR = Balanced Inventory of
Desirable Responding; HS = high school; SAT = Scholastic Assessment Test; GPA = grade point average; NIMH = National Institute of Mental Health.
a
 Within-subjects (W) or between-subjects (B) design.

 b
 The first variable is whether the participant's responses on the computer were anonymous (1 =

identified, 2 = anonymous, 3 = manipulated anonymity); the second variable is whether the participant answered questions on the computer without the
presence of others (1 = not alone, 2 = alone, 3 = manipulated presence of others); the third variable is whether the participant could skip questions on
the computer (1 = skip option not available, 2 = skip option available, 3 = manipulated availability of the skip option); and the fourth variable is whether
the participant could backtrack to previous questions on the computer (1 = backtracking not available, 2 = backtracking available, 3 = manipulated
availability of the backtracking option).

 c
 Bolded entries are measures of social desirability distortion.

 d
 Effect sizes were positive when there was more

social desirability response distortion in the computer condition than in the comparison condition and negative when there was less social desirability
response distortion in the computer condition than in the comparison condition.
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In sum, our main data-analytic method was multiple regression.

The regression coefficients we report can be obtained from any

standard statistical software (e.g., SPSS or SAS). The principal

difference between our approach and that of others is that the

standard errors of the regression coefficients were corrected for

nonindependence of some observations.

Results

Descriptive Statistics

Table 1 presents mean effect sizes from each study along
with a summary of study attributes and an abbreviated
description of the measures used in each study. In the first

analysis, the SUDAAN program was used to compute the
mean and standard error of the entire set of 673 effect sizes
across 61 studies. The mean effect size for computer versus
all traditional instruments was .02 (standard error computed
with SUDAAN = .04), indicating that computerized admin-
istration had no overall effect on social desirability
distortion.

Preliminary examination of all 673 effect sizes revealed
that several of the study characteristic moderators were not
significant in any of the analyses and failed to explain
differences in social desirability distortion across adminis-
tration mode. We omitted moderators from all analyses if
they did not explain variance in the dependent variable
before and after controlling for additional moderators. The
following moderators were therefore removed from all anal-
yses: study design, percentage of women in the sample,

mean age of the sample, and type of subject population. The
lack of relation between these study characteristics and
social desirability distortion is informative; differences in
research design and sample characteristics do not appear to
alter responses across modes of administration. We also
removed moderators from the analyses if there was an
insufficient number of studies to provide information for a
given moderator. In the case of scale reliability, approxi-
mately 40% of the sample would have been dropped from
the analyses if reliability were included as a moderator.
Hence scale reliability was removed from the analyses.

The mean of 581 effect sizes comparing computer and
paper-and-pencil instruments was .05 (standard error com-

puted with SUDAAN = .04). These results indicate that
computer administration did not have an overall effect on

social desirability distortion when compared with paper-
and-pencil administration. In contrast, the mean of 92 effect

sizes for computerized and face-to-face interviews was
-.19 (standard error computed with SUDAAN = .13); this
modest effect size suggests that people may make less
socially desirable responses in computer instruments than in
face-to-face interviews. The computer vs. face-to-face mean
effect size (-.19) was significantly less (p < .05) than the
computer vs. paper-and-pencil mean effect size (.05); this
result supports Hypothesis 1, which predicted a near-zero

effect size for the computer vs. paper-and-pencil compari-
son but a substantial effect size for the computer vs. face-
to-face comparison in the direction of less social desirability
responding on the computer. However, in these compari-

sons, moderators and dependent variables differed (e.g.,
comparisons with paper-and-pencil instruments rarely used
measures of sensitive personal information whereas com-
parisons with face-to-face interviews rarely used direct
measures of social desirability distortion). Because of these

differences, a clear test of Hypothesis 1 could not be made.
To understand better what processes may have led to more
or less social desirability distortion on the computer, we
performed subsequent analyses separately for computer ver-
sus paper-and-pencil effect sizes and for computer versus
face-to-face interview effect sizes.

Computer Versus Paper-and-Pencil Questionnaires

Table 2 presents the means, standard deviations, and
intercorrelations of the variables used to compare computer
measures with paper-and-pencil instruments. Unfortunately,
SUDAAN does not provide corrected standard errors for
Pearson product-moment correlations when there is non-
independence. Although we expected design effects greater
than 1 due to correlated observations within study, our
analyses with the SUDAAN computer program indicated
that nonindependence was not a serious problem for these
data (i:e., the design effects in Tables 3 and 4 were not
consistently larger than one). Presumably, observed design

effects less than unity are due to sampling variability. Be-
cause our correlated observations appeared to have little or
no effect on the precision of estimated regression coeffi-

cients, we used the usual tests for evaluating significance.
The significance of the correlations, however, should be
evaluated with considerable caution.

Measures of social desirability distortion. If social de-
sirability distortion is affected by computerized administra-
tion, this effect should appear in studies using measures
designed to assess levels of social desirability distortion. We
evaluated, as a group, studies using measures developed to
assess social desirability distortion directly (e.g., BIDR) and
studies comparing predicted versus actual behavior. All
these are computer versus paper-and-pencil comparisons.
Table 3 provides a summary of these analyses. Before
controlling for moderators, the mean effect size for mea-
sures of social desirability distortion was just .01 but after
controlling for moderators, the mean effect size was — .39,
indicating that measured social desirability distortion was
less in the computer than in the paper-and-pencil condition.

Because computer instruments and the interests of re-
searchers changed over time in ways connected with our
hypotheses, the year of publication was entered first into the

regression equation examining direct measures of social
desirability distortion. This variable had a significant effect
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Table 3
Hierarchical Analyses for Computer Versus Paper-and-Pencil Measures

of Social Desirability Distortion

Moderator

Step 1
Year of publication

Recent (1996)
Early (1975)

Step 2
Anonymity

Anonymous
Identified

Alone
Alone
Not alone

Skipping
Available
Not available

Backtracking
Available
Not available

R
2 Error df Predicted ES

.08 103

-.08
-.74

.28 37

-.55
-.27

-.82
-.25

-.54
-.20

-.65
-.24

foa
 SE &a-b Design effecta'b-c

.03** .01 .32

-.28 .16 .46

-.57** .19 .46

-.34 .22 1.01

-.41** .15 .42

Note. Effect sizes are negative when there was less social desirability distortion on the computer and positive
when there was more social desirability distortion on the computer. ES = mean-weighted effect size.
a Computed in the final step of the analysis. b Computed with SUDAAN. c Refers to the extent to which
effect sizes within studies were not independent.
*p<.05. **/?<.01.

(the regression coefficient b = .03 with a standard error of

.01). To further examine the moderators, we computed the

predicted effect sizes for various conditions associated with

our hypotheses. To obtain predicted values from the regres-

sion equation, we multiplied the mean of each variable by

its raw score regression coefficient, except for the variable

under consideration. For this variable, we inserted a repre-

sentative value for each level of the variable. For example,

we used 1975 as a date early in the history of research on

computer versus paper-and-pencil administration; here the

predicted effect size was - .74 whereas the predicted effect

size was -.08 for studies published more recently (i.e.,

1996). One plausible explanation of this trend is that inves-

tigators who published later used better computers and

software; they were able to develop computer instruments

that more closely matched the format of traditional paper-

and-pencil questionnaires, which would be expected to pro-

duce more similar results.

After year of study, dummy variables coding for whether

or not respondents were told the instrument was anonymous

(Hypothesis 2), whether respondents were alone while com-

pleting the instrument (Hypothesis 3), and whether or not a

skipping and backtracking option was provided on the com-

puter (Hypothesis 4), were entered into the regression equa-

tion. This set of variables substantially increased the

squared multiple correlation (A/?
2
 = .20). The moderator

coding for anonymity was not significant, indicating a lack

of support for Hypothesis 2. However, in many studies,

subjective anonymity was probably reduced because partic-

ipants were tested in groups or were observed by an exper-

imenter. The moderator coding for whether respondents

were alone was significant (b = — .57, with a standard error

of .19), indicating less social desirability distortion with

computer instruments as compared with the paper-and-

pencil instruments when respondents responded alone in

both conditions. The predicted effect size for the studies in

which respondents completed the instruments alone was

-.82 whereas the predicted effect size for the studies in

which respondents completed the instruments in the pres-

ence of others was -.25. These results support Hypothesis

3; respondents gave less favorable assessments of them-

selves on the computer when they were alone while com-

pleting the instrument.

The moderator coding for computerized backtracking

was also significant (b = -.41 with a standard error of .15).

When computerized versions of paper-and-pencil instru-

ments had more similar formats (e.g., both allowed back-

tracking), there was less social desirability distortion in the

computer condition relative to the paper-and-pencil version

(predicted effect size = —.65); however, when backtracking

was not available on the computer, this difference was

reduced and the responses were more like those in the

paper-and-pencil version (predicted effect size = —.24).

Note that even when backtracking was not available on the

computer, there was less social desirability distortion in the

computer condition using these measures of distortion; Hy-

pothesis 4 predicted more social desirability distortion on

the computerized assessment in this situation and was con-

sequently not supported.

Reviewers suggested we conduct an additional analysis
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comparing the two facets of the BIDR, impression manage-

ment and self-deception; the literature suggests that impres-

sion management is more sensitive to context than self-

deception and would show larger effect sizes (Paulhus,

1984). Five studies reported results for both components of
the BIDR; one study examined just impression management

(Whitener & Klein, 1995), and one examined just self-
deception (Finegan & Allen, 1994, Study 3). On the basis of

these studies, there does not appear to be a difference in the

effect of computerized instruments on impression manage-

ment as compared with self-deception (impression manage-

ment d = -.033; self-deception d = .029, /(I, N = 12) =

.67, p < .42).

Social desirability distortion inferred from other scales.

Table 4 presents a summary of the analysis of studies in

which investigators compared social desirability distortion

inferred from scores on computer and paper-and-pencil ver-

sions of personality scales, behavioral assessments, symp-
tom checklists, and attitude scales. As noted previously,

scales were receded so that higher scores always referred to

greater social desirability. Of course, in some of the studies
respondents might have had other agendas, such as wanting

to fake bad. Therefore, our analysis of these studies must be

interpreted with some caution.

Overall, for measures not developed to measure social

desirability, the mean effect size for the computer versus

paper-and-pencil instrument was .06; with modifiers, the

mean effect size for these "indirect" measures was .46

(more distortion in the computer condition). Dummy vari-

ables coding for the type of assessment were entered first

into the regression equation and found to be nonsignificant

(A/?
2
 = .01). That is, there were no significant differences

in social desirability distortion when comparing personality,

attitude, and behavior scales on computer and paper-and-

pencil formats with one another. Year of publication was

entered next and was also not significant. In the last step, we

entered dummy variables coding for anonymity (Hypothesis

2), being alone (Hypothesis 3), and ability to skip and

backtrack (Hypothesis 4). This set of variables increased the
squared multiple correlation (A/?

2
 = .07).

In general, these studies suggest there might be more

social desirability distortion on the computer than on the

paper-and-pencil instruments. However, the relative size of

the effects varied in accord with the predictions of Hypoth-

Table 4

Hierarchical Analyses of Social Desirability Distortion in Computer Versus Paper-and-Pencil

Personality, Behavior, and Attitude Measures

Moderator

Step 1
Measure l

d

Personality scale
All other measures

Measure 2
Behavior inventory
All other measures

Measure 3
Attitude scale
All other measures

Step 2
Year of publication

Recent (1996)
Early (1975)

Step 3
Anonymity

Anonymous
Identified

Alone
Alone
Not alone

Skipping
Available
Not available

Backtracking
Available
Not available

R
2
 Error df Predicted ES b* SE b** Design effect

a
-

b
-

c

.01 472

.10 .16 .25

.49

.39
.41 .44 1.78

.86

.45
-.12 .25 .19

.36

.48
.01 471

.01 .01 .22
.57
.35

.08 88
-.37* .15 .06

.25

.62
-.53** .17 .18

.12

.65
.13 .11 .06

.49

.36
-.71** .12 .05

.16

.87

Note. Effect sizes are negative when there was less social desirability distortion on the computer and positive
when there was more social desirability distortion on the computer. ES = mean-weighted effect size.
a
 Computed in the final step of the analysis.

 b
 Computed with SUDAAN.

 c
 Refers to the extent to which

effect sizes within studies were not independent.
 d

 Dummy variables coding for the type of measure.
* p < .05. **p < .01.
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eses 2, 3, and 4. The anonymity moderator was significant
(b = —.37 with a standard error of .15), indicating that
when respondents were assured of anonymity they showed

somewhat more social desirability distortion on the com-
puter (predicted effect size = .25), but when identified, they
showed much more social desirability distortion on the

computer than in the paper-and-pencil condition (predicted
effect size = .62). Also, the moderator coding for whether
respondents were alone was significant (b = -.53 with a
standard error of .17); when respondents completed the
assessments alone they showed only a little more social
desirability distortion on the computer (predicted effect
size = .12), but when they were tested in the presence of

others, they showed much more social desirability distortion
on the computer than on the paper-and-pencil instrument
(predicted effect size = .65). Finally, being able to back-

track on the computer significantly affected the degree of
social desirability distortion on these measures (b = —.71
with a standard error of .12). When backtracking on the
computer was allowed, there was a little more social desir-
ability distortion on the computer (predicted effect size =
.16) but when backtracking was not allowed, there was
much more social desirability distortion on the computer
(predicted effect size = .87).

We were unable to test Hypothesis 5, that asking for
sensitive personal information reduces comparative social

desirability distortion in computer instruments versus paper-
and-pencil questionnaires. We coded only 20 of the 456
comparisons between paper-and-pencil and computer in-
struments as using measures of sensitive personal informa-
tion such as illegal behavior, criminal history, or sexual
practices. Those few studies that used sensitive questions
also tended to be among the earlier studies (r = -.31).

Computer Versus Face-to-Face Interviews

In Table 5, we present means, standard deviations, and
intercorrelations of the variables used to compare computer-
based interviews with face-to-face interviews. As stated
previously, the significance of these correlations should be
evaluated with caution due to the clustered nature of the
data.

In Table 6, we present a summary of the analyses com-
paring computer assessments with face-to-face interviews.
In contrast with the analyses described in Tables 3 and 4, the
design effects shown in Table 6 are consistently larger than
one. Evidently the procedures and instruments used in the
interview studies created stronger correlations among con-

ditions and measures than they did in studies comparing
computers with paper-and-pencil surveys.

Dummy variables coding for the type of assessment were
entered first into the regression and accounted for 15% of
the variance in the dependent variable. Next, the year of

publication was entered into the equation; the increase in

variance explained was minimal although significant
(AR2 = .04). Finally, dummy variables coding for anonym-
ity, alone, skipping, and backtracking were entered into the
equation; a significant and substantial increase in the
squared multiple correlation was observed (A/?2 = .24).

One of the dummy variables coding for type of assess-
ment was significant (b = 1.12 with a standard error of .46).

That is, respondents displayed relatively less social desir-
ability distortion on the computer when the measure was a
behavioral measure, symptom checklist, or an attitude scale

(predicted effect size = -.51) and more social desirability
distortion in the computer interview when the measure was
a personality scale (predicted effect size = .73). This find-
ing is relevant to Hypothesis 5, that social desirability
distortion would be reduced on the computer when the
instrument requested highly sensitive personal information.
Many of the behavioral measures and symptom checklists
used in comparisons of face-to-face interviews with com-

puter interviews asked for somewhat or highly sensitive
personal information such as information about the respon-
dent's medical status, mental health, or criminal record, as
well as information regarding illegal drug use and risky
sexual behavior. In our data set, the dummy variable coding
for highly sensitive information was highly correlated with
the dummy variable coding for behavioral measures and
symptom checklists (r = .92, p < .01). The finding that (a)
less social desirability distortion occurred in the computer
interview when the measure was a behavioral measure,
symptom checklist, or attitude scale coupled with (b) the
near perfect correlation between the sensitivity of the mea-

sure and the use of these instruments suggest that partici-
pants may have been less concerned with social desirability

when they responded to sensitive items on the computer
(Hypothesis 5).

In the analyses presented in Table 6, year of publication
was also significant (b = .13 with a standard error of .05).
In studies published recently, respondents engaged in rela-
tively more social desirability distortion on the computer
than in the face-to-face interview (predicted effect size =
.79 for a study published in 1995); in studies published in
previous years, there was much less social desirability dis-
tortion on the computer than in the face-to-face interview
(predicted effect size = —1.03 for a study published in

1981). However, earlier studies were more likely to include
measures of highly sensitive information and to have an

interface that differed from traditional measures. Adding the
final set of variables in the third step of the analysis resulted
in a large increase in R

2 (A/?2 = .24), but due to missing

data only 37 degrees of freedom remained.

Discussion

Many investigators have speculated that particular at-
tributes of computer instruments, such as the display of
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Table 6

Hierarchical Analyses of Social Desirability Distortion in Computer

Versus Face-to-Face Interviews

Moderator

Step 1
Measure l

d

Personality scale
All other measures

Measure 2
Behavior inventory
All other measures

Measure 3
Attitude scale
All other measures

Step 2
Year of publication

Recent (1996)
Early (1975)

Step 3
Anonymity

Anonymous
Identified

Alone
Alone
Not alone

Skipping
Available
Not available

Backtracking
Available
Not available

R
2
 Error df Predicted ES b" SE fe

a
'
b

.15 88
1.12* .46

.73
-.51

1.24 .65

.63
-.49

.31 .54
.11

-.20
.19 87

.13* .05
.79

-1.03
.43 37

.74 .48
.33

-.41

.46 .29
-.03
-.49

-.26 .29
-.26

.00
-.14 .44

-.20

-.06

Design effect
a
'
b
-

c

1.05

1.99

1.21

1.11

1.37

1.72

1.99

.83

Note. Effect sizes are negative when there was less social desirability distortion on the computer and positive
when there was more social desirability distortion on the computer. ES = mean-weighted effect size.
a
 Computed in the final step of the analysis.

 b
 Computed with SUDAAN.

 c
 Refers to the extent to which

effect sizes within studies were not independent.
 d

 Dummy variables coding for the type of measure.
*p < .05. **p < .01.

plain text on a screen, the ephemeral nature of responses,

the absence of social context cues, and constraints on how

respondents view and answer items, can change respon-

dents' perceptions of the computer test situation and lead to

important differences for the computer instrument. How-

ever, considerable debate has surrounded which attributes

have real importance for social desirability distortion. Our
analysis of the literature comparing social desirability dis-

tortion in computer and traditional noncognitive instruments

over the last 30 years suggests why so many investigators
have described this literature as "mixed" or "conflicting"

(e.g., Rosenfeld et al., 1996). We found that using a com-

puter instrument per se has no consistent effect on distor-

tion; the effect, if any, depends on what the instrument

measures and on moderating factors such as whether re-

spondents are tested alone or in the presence of others.

However, the number of studies has reached sufficient size

to sort this literature along practical and theoretical dimen-

sions and to point out where research is needed.

The evidence suggests that for practical decision making

in many testing situations, computer and paper-and-pencil

scales can be expected to give similar mean results. How-

ever, there are other facets to measurement equivalence that

we did not examine in this meta-analysis. Moreover, studies
in which social desirability distortion was measured directly

suggest that when computer instruments are administered to

respondents who are alone and when respondents can re-

spond fairly freely (e.g., backtrack to previous responses),

they may feel particularly comfortable or less wary in

giving socially undesirable answers (predicted effect size =

-.39 when means for all moderators are inserted into the

regression equation). Assurances of anonymity on direct

measures did not significantly alter respondents' distortion

on the computer, but anonymity instructions may have been

weakened in many of these studies because respondents

answered in the presence of an experimenter or other re-

spondents. We were unable to test the interaction of ano-

nymity instructions and being alone; doing so would have

entailed a loss of 80% of the effect sizes due to missing data.

Personality tests such as the MMPI, employment tests,

and other standardized scales are developed to minimize or

to control for social desirability distortion, but they often

include many negative items (I have trouble sleeping; I feel

lonely; I have imagined killing someone) that require people
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to deny negative attributes in order to appear normal or
socially desirable (Walsh, 1990). Computer instruments that
substituted for these scales tended to increase distortion on
the computer (predicted effect size = .46 when means for
all moderators are inserted into the regression equation) but
the effect was small when respondents were anonymous or
alone, and when they could backtrack to previous responses.
By contrast, these computer instruments dramatically in-
creased respondents' unwillingness to reveal personal

weaknesses—heightened social desirability distortion—
when respondents were identified or in the presence of
others, or could not backtrack to previous responses. One
possible explanation of this finding is that respondents had
expectations about the evaluative purposes of many of these
instruments (such as the MMPI), raising their concern about
how their data could be used if they were kept on a com-
puter. Consistent with this possibility, Rosenfeld et al.'s
(1996) study suggests that instructions reminding vulnera-
ble respondents that their data will be kept on a computer

increases distortion relative to that given with a paper-and-
pencil scale.

A key finding of our analysis was that computer instru-
ments reduced social desirability distortion when these in-
struments were used as a substitute for face-to-face inter-
views, particularly when the interviews were asking

respondents to reveal highly sensitive personal behavior,
such as whether they used illegal drugs or engaged in risky

sexual practices. The most obvious interpretation of this
finding is that computer interviews reduced social desirabil-
ity distortion as compared with face-to-face interviews for
much the same reason paper-and-pencil questionnaires do—
they are self-administered and more removed from the
observation of an interviewer and from social cues that
arouse evaluation apprehension and reduce neutrality (Sud-
man & Bradburn, 1974). In this regard, it may seem curious
that face-to-face interviews are so frequently used to gather
highly sensitive information. The answer seems to be that

face-to-face interviews are motivating, reduce nonresponse,
and encourage longer, more elaborated answers; in effect,

distortion is traded for more complete responses (Sudman &
Bradburn, 1974). Further, distortion can be reduced with
assurances of confidentiality (Woods & McNamara, 1980).
Computer interviews potentially change this equation by
reducing distortion as paper-and-pencil instruments do
while increasing response completeness over paper-and-
pencil instruments. Some investigators who have examined

respondent satisfaction have reported that most respondents
enjoy completing the computer instruments (Binik, Meana,
& Sand, 1994) and they provide longer, more elaborated
answers on the computer (Sproull & Kiesler, 1986).

The SUDAAN computer program (Shah et al., 1995)

allowed us to use all the data that we were able to obtain.
Multiple (and nonindependent) effect sizes were very com-
mon; in fact, the 61 studies contained 673 effect sizes, or

about 11 effect sizes per study. The amount of information
available for analysis would have been greatly reduced if we
had attempted to restrict our sample to statistically indepen-
dent cases. In some cases, the SUDAAN analyses revealed
that such a restriction was unnecessary; few of the paper-

and-pencil versus computer design effects greatly ex-
ceeded 1.0 but the face-to-face interview versus computer
comparisons told a different story. Without the use of
SUDAAN and its computation of design effects, we would
not have known which multiple effect sizes reported in this
literature were independent and which were not.

As a check on our use of the SUDAAN program, we
performed a parallel set of regression analyses using SPSS

(SPSS, Inc., 1996). As explained by Shah et al. (1995),
these analyses should result in identical estimates of regres-
sion coefficients, and they did. The standard errors of the
regression coefficients differed to some extent, however,
because SUDAAN does not assume observations are inde-
pendent. Corresponding to the findings about design effects,
the SPSS standard errors were generally similar in size to
the SUDAAN standard errors. In summary, we encourage
meta-analytic researchers to analyze all the data available to
them using statistical procedures that make appropriate as-
sumptions about nonindependent observations.

Limitations

OuF conclusions should be interpreted with caution. In
some cases, one study characteristic (e.g., highly sensitive
information) was highly correlated with another study char-
acteristic (e.g., use of symptom checklist format). Given
such correlations, it is impossible to untangle causal rela-
tions and we suggest that future research should address
such confounds by using appropriate experimental designs.
Missing data were also a considerable problem for our
analyses. It was particularly difficult to get complete infor-
mation on the anonymity, alone, skipping, and backtracking

variables. We attempted to contact authors in many cases,
but despite our best efforts much information remained
unavailable. Furthermore, as stated previously, approxi-
mately 40% of the sample did not report reliability esti-
mates. We decided not to drop studies when the reliability
of measures was omitted, but that meant we could not assess
whether reliability was an artifact in the analysis.

Directions for Research

The past 30 years of research on computerized noncog-
nitive instruments generally has had the somewhat modest
goal of evaluating the similarity of computer instruments to
traditional instruments. One problem in much of this re-

search is the implicit assumption that there is a simple
relationship between threat and distortion or safety and
accuracy. On the contrary, social desirability distortion is
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probably nonlinearly related to many descriptions of the
self. That is, reporting too much of any good trait looks like

immodesty and reporting too much of any bad trait looks

like malingering. Hence someone giving a strategically so-

cially desirable response could actually report less of a good
trait than someone less strategically but fancifully giving an

aggrandizing self-description. It is possible that respondents
may be more prone to brag, to fantasize, or to malinger

when they know their answers cannot be checked (e.g., on

an anonymous Web survey). It is also possible that, in

similar circumstances, respondents may attain a feeling of

well-being that in turn increases overconfidence or positive

judgments. To our knowledge, no researchers have investi-

gated nonlinear social desirability effects of computer and

traditional instruments. New research on computer instru-

ments might well be aimed at a better understanding of

respondents' motivations to distort or to give accurate an-

swers. Research is also needed on cognitive biases that

could influence distortion. This research would aid in our

understanding of patterns and implications of distortion in
computer and traditional instruments, and to our more gen-

eral understanding of respondents' reactions to assessment.
A related problem in the literature is that few investiga-

tors examined distortion in computer and traditional instru-

ments when the assessment really mattered. The literature

on social desirability distortion suggests that respondents

are likely to distort their responses in a favorable direction

when the instrument matters, as in a job interview (Douglas

et al., 1996; Kluger & Colella, 1993). Other possibilities are

that respondents will fake bad when they want help or

attention; that they will respond accurately when they are

rewarded for accuracy; that they will respond playfully

when they are encouraged to have fun. Yet virtually all of
the research comparing computer and paper-and-pencil

scales was conducted in settings where there were no clear

personal consequences for the respondents of completing

the measures. At the time this meta-analysis was conducted,

no published research directly tested the effect of how

respondents' data would be used on their social desirability

distortion in computer instruments. Wilkerson, Nagao, and

Martin (1997) recently used a role playing exercise to

manipulate the importance of the instrument; they report

that their "job screening" scale elicited higher social desir-

ability distortion than their "consumer survey" and that

mode of administration had no differential effect. However,

we were unable to locate any studies comparing computer-

ized and paper-and-pencil instruments when real personal

consequences of a test were measured or manipulated.

A third problem in the literature is that investigators have

rarely thoroughly assessed respondents' perceptions of an-
onymity, privacy or confidentiality, and neutrality or tried to

link these perceptions with particular attributes of the con-
text or interface. The possibility that computerization of a

questionnaire or interview could lead to a (possibly illusory)

feeling of anonymity, privacy, or neutrality, and therefore

could encourage more honest reporting of sensitive infor-

mation, has stimulated the development of computer instru-

ments to collect highly sensitive information such as risk

behaviors of blood donors (AIR, 1993; Locke et al., 1992).

Our data suggest that, at least in the domain of interviews to

collect sensitive or intimate information, this is a promising

direction. However, little research has been conducted on

which aspects of the computer interface or computer test

context increase or decrease perceptions of anonymity, pri-

vacy, or neutrality. Most investigators only asked respon-

dents if they were comfortable with the computer (or tradi-

tional) instrument. Honaker (1988), in a review of the

computerized MMPI literature, argued that the computer

interface can have important effects on respondents and he

urged researchers comparing computerized and traditional

instruments to provide details of the interface so that, in the

future, researchers could identify the computer-user inter-

action features that lead to instrument equivalence or

nonequivalence.
The literature of the last 30 years has quieted concern

about the appropriateness of noncognitive computer instru-

ments, but research on social desirability distortion in com-

puter assessment will continue as possibilities for new kinds

of computer assessment open. Speech simulation and

speech understanding technology have reached the point

that real time or automated audio and video interviews

(Alerfli & Higley, 1995; Johnston & Walton, 1995; Tou-

rangeau & Smith, 1996; Turner et al., 1998) and interviews

by digitized characters (e.g., Sproull, Subramani, & Kiesler,

1996) can be used in place of traditional face-to-face inter-

views. This technology allows for computer "interviews"

with self-administration, anonymity, and no presence of

others, as well as contingent questioning (e.g., branching).
Such computer-based interviews could be compared with

traditional interviews or with paper questionnaires, avoiding

some of the confounds (e.g., self-administration) in earlier

studies. Early evidence suggests that audio computer-

assisted self-interviewing with anonymity instructions may

reduce social desirability distortion of sensitive information

over the distortion from the types of computer instruments

evaluated in this article as well as from face-to-face inter-

views and paper-and-pencil instruments (Tourangeau &

Smith, 1996; Turner et al., 1998). However, the reliability of

this effect and mechanisms responsible for it await further

study.
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