# A Method for Computing the Circular Coverage Function 

By A. R. DiDonato and M. P. Jarnagin

1. Introduction. In this paper an efficient method is described for the numerical evaluation, with a high-speed digital computer, of a special case of the integral of an uncorrelated bivariate Gaussian distribution centered at the origin over the area of an arbitrarily placed circle in the plane. This function, popularly known as the circular coverage function or as the non-central chi-square distribution for two degrees of freedom*, can be written as

$$
\begin{equation*}
P(R, D) \equiv \frac{1}{2 \pi \sigma_{x} \sigma_{y}} \int_{s} \int \exp \left\{-\frac{1}{2}\left[\left(\frac{x}{\sigma_{x}}\right)^{2}+\left(\frac{y}{\sigma_{y}}\right)^{2}\right]\right\} d x d y \tag{1}
\end{equation*}
$$

where $S$ is the circle: $(x-h)^{2}+(y-k)^{2}=(\sigma R)^{2}$, where $\sigma_{x}=\sigma_{y}=\sigma$, and $\sigma D$ is the radial distance from the origin to the center $(h, k)$ of the circle of integration, $S$. Because of the equivalence mentioned above, a great deal of published literature applies. The papers [13], [15], suggested by the referee, list a large number of such references.

The average computing time for the calculation of the integral in equation (1) to six decimal digits, by the method of this paper, is six milliseconds on the IBM 7090 and ten milliseconds on NORC. An extensive inverse table, which is described in the last section of this paper and which is given in [4], has been computed with $R$ as a function of $P$ and $D$. A condensed version, Table 1 , is presented herein.

In the general case [3], [11] suppose the uncorrelated bivariate Gaussian distribution centered at the origin of an $O x y$ Cartesian coordinate system has standard deviations $\sigma_{x}, \sigma_{y}$ along the $x$ and $y$ axes respectively, and that the integral of this function is to be evaluated over a circle of radius $\bar{R}$ with center at ( $h, k$ ). Then the probability, $P$, can be written in polar coordinates accordingly:

$$
\begin{align*}
P\left(\frac{\bar{R}}{\sigma_{x}}, \frac{\bar{R}}{\sigma_{y}}, \frac{h}{\sigma_{x}}, \frac{k}{\sigma_{y}}\right)= & \frac{1}{2 \pi \sigma_{x} \sigma_{y}} \int_{0}^{\bar{R}} \int_{0}^{2 \pi} \\
& \cdot \exp \left\{-\frac{1}{2}\left[\left(\frac{h+r \cos \theta}{\sigma_{x}}\right)^{2}+\left(\frac{k+r \sin \theta}{\sigma_{y}}\right)^{2}\right]\right\} r d r d \theta \tag{2}
\end{align*}
$$

where $x-h=r \cos \theta, y-k=r \sin \theta, 0 \leqq r \leqq \bar{R}, 0 \leqq \theta \leqq 2 \pi$.
If

$$
h=k=0
$$

a special case identified as the $V(K, c)$ or elliptical normal probability function (sometimes known by other titles, for example, the generalized circular error function) [4], [5], [6], [10], [14], [15], [16], [18] follows, i.e.,

$$
\begin{equation*}
P\left(\frac{\bar{R}}{\sigma_{x}}, \frac{\bar{R}}{\sigma_{y}}, 0,0\right) \equiv V(K, c)=\frac{1}{c} \int_{0}^{K} \exp \left(-\frac{B}{2} r^{2}\right) I_{0}\left(\frac{A r^{2}}{2}\right) r d r \tag{3}
\end{equation*}
$$
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* The equivalence between the function $P(R, D)$ of equation (1) and the non-central chisquare distribution is evident from equation (2) in [13].
where

$$
0 \leqq c \equiv \frac{\sigma_{y}}{\sigma_{x}} \leqq 1, \quad K \equiv \bar{R} / \sigma_{x}, \quad A \equiv \frac{1-c^{2}}{2 c^{2}}, \quad B \equiv \frac{1+c^{2}}{2 c^{2}}
$$

$I_{0}(x)$ is the modified Bessel function of the first kind of order zero, [8]. Equation (3) is derived by setting $h=k=0$ in equation (2), by using the trigonometric identity $1( \pm) \cos 2 \theta=2\binom{\cos ^{2} \theta}{\sin ^{2} \theta}$, and by introducing an integral expression for $I_{0}(x)$ which is given by

$$
\begin{equation*}
I_{0}(x)=\frac{1}{\pi} \int_{0}^{\pi} \exp (-x \cos \theta) d \theta \tag{4}
\end{equation*}
$$

Equation (4) can be derived from Example 1 (ii), page 62, in [8].
If

$$
\sigma_{x}=\sigma_{y}=\sigma,
$$

in equation (2), the distribution is circular normal. In this case, in which $h$ and $k$ are arbitrary, the center of the circle of integration can always be taken as offset a distance of $\sigma D$ from the origin along the positive $x$ axis by simply introducing a rotation of axes through the angle arc $\tan \left(\frac{k}{h}\right)$. Moreover, by introducing the integral expression for $I_{0}(x)$ as given by equation (4), the circular coverage function, $P(R, D)$, [1], [4], [6], [7], [9], [12], [13], [14], [17], is obtained from equation (2), i.e.,

$$
\begin{equation*}
P\left(\frac{\bar{R}}{\sigma_{x}}, \frac{\bar{R}}{\sigma_{x}}, \frac{h}{\sigma_{x}}, \frac{k}{\sigma_{x}}\right) \equiv P(R, D)=\exp \left(-D^{2} / 2\right) \int_{0}^{R} \exp \left(-r^{2} / 2\right) I_{0}(r D) r d r \tag{5}
\end{equation*}
$$ where $R \equiv \bar{R} / \sigma_{x}, D^{2} \equiv\left(h^{2}+k^{2}\right) / \sigma_{x}{ }^{2}$.

The function $\partial P(R, D) / \partial R$ is required for computing the inverse function, $R(P, D)$, by the Newton-Raphson procedure (Appendix C, [4]) and is also of use in computing $P(R, D)$ itself (see equation (9)). This function is obtained straightforwardly from equation (5) as

$$
\begin{equation*}
\frac{\partial P}{\partial R}=R \exp \left(-\frac{R^{2}+D^{2}}{2}\right) I_{0}(R D) \tag{6}
\end{equation*}
$$

It is apparent by comparing equations (6), (9) that $\partial P / \partial R$ can be computed simultaneously with $P(R, D)$.

In a previous paper, [18], a very efficient computing method was described for calculation of the $V(K, c)$ function. The success of the method warranted consideration of extending the technique to the $P(R, D)$ function. This is not as straightforward as for $V(K, c)$; nevertheless, it is easily possible because of the existence of a simple functional relationship, equation (9), between $P(R, D)$ and $V(K, c)$.
2. The Relationship between $\mathbf{P}(\mathrm{R}, \mathrm{D})$ and $\mathrm{V}(\mathrm{K}, \mathrm{c})$. The relationship between $P$ and $V$ can be derived by utilizing two preliminary results which are given by Fettis, in terms of $q \equiv 1-P$, in equations (I-35) and (I-44) in [6]. They can be
stated in terms of $P$ as:

$$
\begin{align*}
& P(R, D)-P(D, R)= \pm V\left(|R-D|, \frac{|R-D|}{R+D}\right) \quad \begin{array}{l}
(+) \text { if } R>D \\
(-) \text { if } R<D
\end{array}  \tag{7}\\
& P(R, D)+P(D, R)=1-\exp \left(-\frac{R^{2}+D^{2}}{2}\right) I_{0}(R D) \tag{8}
\end{align*}
$$

Equation (8) is easily derived. The origin of equation (7) is not known to the authors. The referee has pointed out that a geometrical proof was given by Dr. David C. Kleinecke of the University of California in 1955. (See also paper I of [15], page 613). Mr. Fettis has kindly placed at the disposal of the authors some correspondence which indicates that the relationship was given in a Sandia Corporation working paper in 1952, and that it was believed to have been originally derived in a British publication by using power series.

It follows by adding the corresponding sides of equations (7) and (8) that*

$$
\begin{array}{r}
P(R, D)=\frac{1}{2}\left[1-\exp \left(-\frac{R^{2}+D^{2}}{2}\right) I_{0}(R D) \pm V\left(|R-D|, \frac{|R-D|}{R+D}\right)\right] \\
(+) \text { if } R>D  \tag{9}\\
(-) \text { if } R<D
\end{array}
$$

Thus, the $P(R, D)$ function is computable at virtually the same speed as $V(K, c)$, since the second term in the brackets turns out to be a by-product of the recurrence relations which are used to compute $V$ in the last term. Consequently, if there exists a satisfactory computing program for the $V$ function, a computing program of equal merit can be realized for the $P(R, D)$ function.
3. Recurrence Relations. The $V$ function that appears as the last term of equation (9) is identified with equation (3) by setting

$$
K=|R-D|, \quad c=|R-D| /(R+D)
$$

It follows that

$$
A=\frac{2 R D}{(R-D)^{2}}, \quad B=\frac{R^{2}+D^{2}}{(R-D)^{2}},
$$

where it is assumed $R \neq D$. If $R=D$, then, from equation (7), $V(|R-D|$, $\left.\frac{|R-D|}{R+D}\right)$ vanishes and $P(R, D)$ is given by the first two terms of equation (9).

The two series representations for $V\left(|R-D|, \frac{|R-D|}{R+D}\right)$ from which the basic recurrence relations are derived are given by:

[^0]\[

$$
\begin{align*}
V\left(|R-D|, \frac{|R-D|}{R+D}\right)= & \frac{\left|R^{2}-D^{2}\right|}{R D} \sum_{n=0}^{\infty}\left(\frac{1}{n!}\right)^{2} \\
& \cdot \int_{0}^{R D / 2} \exp \left(-\frac{R^{2}+D^{2}}{R D} w\right) w^{2 n} d w \equiv \sum_{n=0}^{\infty} T_{2 n}  \tag{10}\\
V\left(|R-D|, \frac{|R-D|}{R+D}\right)= & 1-\frac{\left|R^{2}-D^{2}\right|}{4 R D \sqrt{\pi}} \sum_{n=0}^{N} \frac{[(2 n)!]^{2}}{2^{4 n}(n!)^{3}}  \tag{11}\\
& \cdot \int_{2 R D}^{\infty} \exp \left[-\frac{(R-D)^{2}}{4 R D} w\right] w^{-\left(\frac{2 n+1}{2}\right)} d w=1-\sum_{n=0}^{N} M_{2 n+1} .
\end{align*}
$$
\]

The detailed derivations of equations (10), (11) are given in [4]. Briefly, to obtain equation (10), introduce a variable of integration transformation

$$
\begin{equation*}
w=A r^{2} / 4 \tag{12}
\end{equation*}
$$

into the integral of equation (3), then replace $I_{0}(2 w)$ by its Taylor series expansion (see page 14, [8]),

$$
\begin{equation*}
I_{0}(2 w)=\sum_{n=0}^{\infty}\left(\frac{1}{n!}\right)^{2}\left(\frac{2 w}{2}\right)^{2 n} \tag{13}
\end{equation*}
$$

which is convergent for all values of $w$, and subsequently reverse the order of integration and summation, which can be justified by application of the Weierstrass " $M$ " test. In order to derive equation (11) introduce a variable of integration transformation

$$
\begin{equation*}
w=A r^{2} \tag{14}
\end{equation*}
$$

into the integral of equation (3) and use the fact that

$$
\begin{equation*}
\frac{1}{2 A c} \int_{0}^{\infty} \exp \left(-\frac{B w}{2 A}\right) I_{0}\left(\frac{w}{2}\right) d w=1 \tag{15}
\end{equation*}
$$

(See page 76, [8]). In the resulting integral expression, call it $J$, with upper and lower limits of integration of infinity and $A K^{2}$ respectively, replace $I_{0}\left(\frac{w}{2}\right)$ by its asymptotic expansion (see page $58,[8]$ ), i.e.,

$$
\begin{equation*}
I_{0}\left(\frac{w}{2}\right) \approx \frac{\exp (w / 2)}{\sqrt{2 \pi(w / 2)}} \sum_{n=0}^{N} \frac{[(2 n)!]^{2}}{2^{4 n}(n!)^{3}}(2 w / 2)^{-n}, \tag{16}
\end{equation*}
$$

which is valid for sufficiently large $w$ and finite $N$; subsequently interchange the order of integration and summation. The interchange is justified for all values of $(2 R D)$ for which equation (16) is valid because of the existence of the integral $J$ (see page 17, [2]).

The substitution of equations (13), (16) into equation (6) gives analogous series representations for $\partial P / \partial R$, i.e.,

$$
\begin{gather*}
\frac{\partial P}{\partial R}=R \sum_{n=0}^{\infty} \bar{S}_{2 n},  \tag{17}\\
\frac{\partial P}{\partial R} \approx R\left(\frac{1}{4 R D} \sum_{n=0}^{N} \bar{X}_{2 n+1}\right), \tag{18}
\end{gather*}
$$

where

$$
\begin{array}{cc}
\bar{S}_{2 n} \equiv \exp \left(-\frac{R^{2}+D^{2}}{2}\right)\left(\frac{1}{n!}\right)^{2}\left(\frac{R D}{2}\right)^{2 n}, & n \geqq 0, \\
\bar{X}_{2 n+1} \equiv \frac{2}{\sqrt{\pi}} \exp \left[-\frac{(R-D)^{2}}{2}\right] \frac{[(2 n)!]^{2}}{2^{4 n}(n!)^{3}}(2 R D)^{-\left(\frac{2 n-1}{2}\right)}, & n \geqq 0, \tag{20}
\end{array}
$$

following the notation of [4], in which there are slight distinctions between $\bar{S}_{2 n}$, $\bar{X}_{2 n+1}, \bar{Y}_{2 n-1}$, and the corresponding unbarred variables used with $V(K, c)$ and $\partial V / \partial K$.

Thus two schemes are used to compute $P$. If

$$
\begin{equation*}
2 R D \leqq M \quad(M \text { is a positive constant }) \tag{21}
\end{equation*}
$$

then with reference to equations (10) and (17)

$$
\begin{array}{rlrl}
T_{2 n}=\left(\frac{2 n-1}{2 n}\right)\left(\frac{2 R D}{R^{2}+D^{2}}\right)^{2} & T_{2 n-2} & \\
& -\frac{\left|R^{2}-D^{2}\right|}{R^{2}+D^{2}}\left(1+\frac{4 n}{R^{2}+D^{2}}\right) \bar{S}_{2 n}, & & n \geqq 1, \\
\bar{S}_{2 n}= & \left(\frac{R D}{2 n}\right)^{2} \bar{S}_{2 n-2}, & n \geqq 1, \tag{23}
\end{array}
$$

where the necessary initial terms are given by

$$
\begin{gather*}
T_{0}=\frac{\left|R^{2}-D^{2}\right|}{R^{2}+D^{2}}\left[1-\exp \left(-\frac{R^{2}+D^{2}}{2}\right)\right]=\frac{\left|R^{2}-D^{2}\right|}{R^{2}+D^{2}}\left(1-\bar{S}_{0}\right)  \tag{24}\\
\bar{S}_{0}=\exp \left(-\frac{R^{2}+D^{2}}{2}\right) \tag{25}
\end{gather*}
$$

The following brief comments are made on the derivation of recurrence relations (22) and (23). Fuller details are given in [4]. From equations (13) and (19), $\bar{S}_{2 n}$ is the general term in the series obtained by multiplying every term of the Taylor series for $I_{0}(R D)$ by $\exp \left[-\left(R^{2}+D^{2}\right) / 2\right]$, and equations (23) and (25) are obtained immediately. If $T_{2 n}$ is regarded as defined by equation (10), two successive integrations by parts give $T_{2 n}$ in terms of $T_{2 n-2}, R, D$, and $n$, after which the term not containing $T_{2 n-2}$ can be written more concisely in terms of $\bar{S}_{2 n}$, and equation (22) is the result.

These basic recurrence relations are cycled until

$$
\begin{equation*}
T_{2 n}<\epsilon, \quad \bar{S}_{2 n}<\epsilon, \tag{26}
\end{equation*}
$$

Then $P$ and $\partial P / \partial R$ are given correctly to at least $\left(\left|\log _{10} \epsilon\right|-1\right)$ decimal digits by

$$
\begin{align*}
P(R, D) & \approx \frac{1}{2}\left[1-\sum_{n=0}^{N^{\prime}} \bar{S}_{2 n} \pm \sum_{n=0}^{N^{\prime}} T_{2 n}\right] \quad \begin{array}{l}
(+) \text { if } R>D \\
(-) \text { if } R<D \\
\\
\frac{\partial P}{\partial R} \approx R \sum_{n=0}^{N^{\prime}} \bar{S}_{2 n} .
\end{array} \tag{27}
\end{align*}
$$

If it is assumed that

$$
\begin{equation*}
2 R D>M \tag{29}
\end{equation*}
$$

then with reference to equations (11) and (18)

$$
\begin{array}{ll}
M_{2 n+1}=\frac{\left|R^{2}-D^{2}\right|}{4 R D} \bar{Y}_{2 n-1}-\frac{(R-D)^{2}}{4 R D}\left(\frac{2 n-1}{2 n}\right) M_{2 n-1}, & n \geqq 1 \\
\bar{Y}_{2 n-1}=\frac{1}{4 R D}\left(\frac{2 n-1}{2 n}\right) \bar{X}_{2 n-1}, & n \geqq 1 \\
\bar{X}_{2 n+1}=(2 n-1) \bar{Y}_{2 n-1}, & n \geqq 1
\end{array}
$$

where the initial terms are given by

$$
\begin{align*}
& M_{1}= \frac{1}{\sqrt{2 R D}}\left(\frac{R+D}{\sqrt{2}}\right) \frac{2}{\sqrt{\pi}} \int_{\frac{|R-D|}{\sqrt{2}}}^{\infty} \exp \left(-y^{2}\right) d y  \tag{33}\\
&= \frac{1}{\sqrt{2 R D}}\left(\frac{R+D}{\sqrt{2}}\right)\left[1-\operatorname{Erf}\left(\frac{|R-D|}{\sqrt{2}}\right)\right] \\
& \bar{X}_{1}=\sqrt{2 R D} \frac{2}{\sqrt{\pi}} \exp \left[-\frac{(R-D)^{2}}{2}\right] . \tag{34}
\end{align*}
$$

The following brief comments are made on the derivation of equations (30) to (33). Fuller details are given in [4]. From equations (16) and (20), $\bar{X}_{2 n+1}$ is the general term in the expansion obtained by multiplying every term of the asymptotic expansion of $I_{0}(R D)$ by $4 R D \exp \left[-\left(R^{2}+D^{2}\right) / 2\right]$. Equations (31) and (32), which together form a recurrence relation generating $\bar{X}_{2 n+1}$, are obtained immediately, the introduction of the variable $\bar{Y}_{2 n-1}$ leading to a computationally efficient algorithm for the simultaneous evaluation of the last two terms in equation (9). If $M_{2 n+1}$ is regarded as defined by equation (11), an integration by parts gives $M_{2 n+1}$ in terms of $M_{2 n-1}, R, D$, and $n$, after which the term not containing $M_{2 n-1}$ can be written more concisely in terms of $\bar{Y}_{2 n-1}$, and recurrence relation (30) is the result. $M_{1}$, originally obtained by putting $n=0$ in the definition of $M_{2 n+1}$, is expressed in equation (33) in terms of the error function (see [3], equations (6)) by a transformation in which $y$ is $\left(\frac{1}{2}\right)|R-D| \sqrt{w /(R D)}$.

These basic recurrence relations are cycled until

$$
\begin{equation*}
M_{2 n+1}<\epsilon, \quad \bar{X}_{2 n+1}<\epsilon, \quad(\epsilon>0) \tag{35}
\end{equation*}
$$

Then $P(R, D)$ and $\partial P / \partial R$ are given correctly to $\left(\left|\log _{10} \epsilon\right|-1\right)$ decimal digits by

$$
\begin{gather*}
P(R, D) \approx \frac{1}{2}\left[1-\frac{1}{4 R D} \sum_{n=0}^{N} \bar{X}_{2 n+1} \pm\left(1-\sum_{n=0}^{N} M_{2 n+1}\right)\right] \begin{array}{l}
(+) \text { if } R>D \\
(-) \text { if } R<D
\end{array}  \tag{36}\\
\frac{\partial P}{\partial R} \approx R\left[\frac{1}{4 R D} \sum_{n=0}^{N} \bar{X}_{2 n+1}\right] . \tag{37}
\end{gather*}
$$

The determination of the constant $M$ is discussed in Appendix A of [4]. If the constants $M$ and $\epsilon$ were chosen such that

$$
\begin{equation*}
M=30, \quad \epsilon=10^{-8} \tag{38}
\end{equation*}
$$

then sufficient tests were made on the results to assure seven-decimal digit accuracy in the values of $P$ and $\partial P / \partial R$ for all values of $R$ and $D$. The tests are described in [4]. The maximum number of terms, $N^{\prime}$, required for seven-decimal
digit accuracy in either series that occurs in equation (27) was twenty for $0<R \leqq$ $126,0 \leqq D \leqq 120$.
4. Table Computation-Discussion of Results. The extensive inverse table, mentioned in the introduction, has $R$ tabulated as a function of $P$ and $D$ for the

Table 1
Inverse $P(R, D)$ Table, $R=R(P, D)$

following ranges:

$$
\begin{aligned}
& P=0.01(.01) 0.99 \\
& D=0(.1) 5(.2) 10(2) 20(5) 120
\end{aligned}
$$

and

$$
\begin{aligned}
& P=.99(.0005) .9990(.0001) .9999(.00001) .99999(.000001) .999999 \\
& D=0, .05, .10, .25, .75,1,1.5,2,3,4,5,6,8,10,20,30,50,80,120 .
\end{aligned}
$$

This table required the calculation of over $45,000 P(R, D)$ functions to an accuracy of seven or more decimal digits. The tabulated values of $R$, determined by a NewtonRaphson process, are correct to within one unit in the last digit position given. The method by which this conclusion was verified is given in Appendix C of [4]. A condensed version of the complete table is given below. The complete table as well as a similar one for $K$ as a function of $V$ and $c$ are available by direct request to the authors.

It can be proved that $R(P, D)$ as a function of $P$ approximates a univariate normal distribution to any desired accuracy for sufficiently large fixed values of $D$ and $|R-D| /(R+D) \ll 1$. The relation between $R$ and $P$ in this case is given by

$$
\begin{equation*}
P(R, D) \approx \frac{1}{2}\left[1+\operatorname{Erf}\left(\frac{R-\mu_{R}}{\sqrt{2}}\right)\right]=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{R-\mu_{R}} e^{-t^{2} / 2} d t \tag{39}
\end{equation*}
$$

where $\mu_{R} \equiv R(0.50, D) \approx D+1 /(2 D)$. (A slightly different formulation of the asymptotic behavior was given by Germond in [7]). This shows that the functional relationship is symmetric with respect to the point $R=\mu_{R}, P=0.50$. This is evident from a study of Table 1 . Also, if $20 \leqq D \leqq 25$, and if $\mu_{R}$ is computed from the approximation $D+1 /(2 D)$ (which for these values of $D$ is accurate to $10^{-5}$ or better), and if values of $R$ as a function of $P$ are then computed from equation (39) by inverse interpolation in an error function or univariate probability integral table, the results are, in general, correct within $10^{-3}$, or one unit in the fifth significant figure of $R$. Further, the accuracy improves rapidly as $D$ increases. This means that an efficient inverse table such as Table 1 need extend only from $P=0$ to $P=0.50$ if $D$ is large. Each value of $R$ for $P>0.50$ is then found with only one subtraction and one addition by using the symmetry property stated above.
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