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A method for using legacy data for metamodel-based design

of large-scale systems

A. Srivastava, K. Hacker, K. Lewis, and T.W. Simpson

Abstract Despite a steady increase in computing power,
the complexity of engineering analyses seems to advance
at the same rate. Traditional parametric design analysis
is inadequate for the analysis of large-scale engineering
systems because of its computational inefficiency; there-
fore, a departure from the traditional parametric design
approach is required. In addition, the existence of legacy
data for complex, large-scale systems is commonplace.
Approximation techniques may be applied to build com-
putationally inexpensive surrogate models for large-scale
systems to replace expensive-to-run computer analysis
codes or to develop a model for a set of nonuniform legacy
data. Response-surface models are frequently utilized to
construct surrogate approximations; however, they may
be inefficient for systems having with a large number of
design variables. Kriging, an alternative method for cre-
ating surrogate models, is applied in this work to con-
struct approximations of legacy data for a large-scale
system. Comparisons between response surfaces and krig-
ing are made using the legacy data from the High Speed
Civil Transport (HSCT) approximation challenge. Since
the analysis points already exist, a modified design-of-
experiments technique is needed to select the appropri-
ate sample points. In this paper, a method to handle
this problem is presented, and the results are compared
against previous work.
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Nomenclature

DOE - design of experiments
MLE — maximum-likelihood estimate

MSE — mean square error

ng  — number of sample points

62 - variance estimate

e — vector of design variables

v — predicted response value at untried x
1

Introduction

Practical engineering of multidisciplinary, large-scale sys-
tems analysis often requires integrating and running com-
plex, computationally expensive computer analysis and
simulation codes such as structural mechanics, aerody-
namic analysis, and fluid dynamics models. Despite con-
tinuing increases in computing power, the complexity of
these codes seems to keep pace with computing advances.
Analysing such systems requires running computational
parametric analyses. These analyses are often employed
during optimization, making multi-objective, multidisci-
plinary optimization and concept exploration time con-
suming to say the least (Simpson et al. 1998, 2002). Also,
since these codes are so computationally expensive to ex-
ecute, whenever they are run, their data is typically col-
lected into a legacy database without much, if any, struc-
ture. The motivation behind collecting the legacy data
is typically to prevent engineers from having to run the
same or similar analyses over and over again. An addi-
tional use of this legacy data could be to construct meta-
models of the large-scale system, which is the primary
motivation in this paper.

A departure from traditional parametric design analy-
sis and single objective optimization approaches is needed
in the early stages of design to facilitate the effective
solution of multidisciplinary and multi-objective design
problems. The limitations of traditional parametric de-
sign and analysis become apparent when applied to sys-



tems with high dimensionality. The problem is referred to
as the problem of size whereby the approach sufficient for
small, simple problems becomes inefficient and inappro-
priate as the size of the problem is increased. There are
two specific reasons identified relating to the problem size
that cause traditional approaches to fail: the number of
variables and responses and the computational expense
(Koch et al. 1999).

1. Number of variables and responses
Comprehensive parametric analyses becomes extre-
mely time intensive as the number of variables in the
design problem increases. Commonly, a one-at-a-time
approach is used, during which one of the variables is
varied while the others are held fixed. This approach
is inefficient for a large number of variables and does
not provide sufficient insight into possible interaction
effects between the variables. In addition, as the num-
ber of constraints and objectives increases, it becomes
increasingly difficult to identify optimal or good set-
tings for the design variables, and parametric analysis
becomes increasingly inefficient.

2. Computational Expense
The analysis of complex, multidisciplinary systems
such as aircraft or automobiles often requires high
fidelity computer analyses that can be computation-
ally expensive to perform. For instance, engineers at
Ford Motor Company report that a crash simulation
of a full passenger car takes 36-160 hours to compute
(Gu 2001), and engineers at The Boeing Company fre-
quently use simulation codes that can take 15 to 18
hours for analysis of some design applications (Simp-
son and Meckesheimer 2004). This expense is the mo-
tivation to store information from the analysis runs as
much as possible into legacy databases so that other
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users can use the data without having to run the an-
alysis again (Bennett et al. 1998; Feynes et al. 2002).
In addition, there are legacy data applications where
the amount of computation per data item is rela-
tively small, but the scale of the database makes the
total computational requirement equivalent to that
of typical computationally intensive applications. Ex-
amples of large databases would include the United
States Environmental Protection Agency’s environ-
mental data collection efforts, data associated with
the human genome effort, and NASA’s earth observ-
ing system, which is projected to create 1/ terabyte of
primary data per day. In these instances, surrogate ap-
proximation models may be constructed and used in
lieu of the actual analysis codes providing many ben-
efits (Simpson et al. 2001):

— They yield insight into the relationship between
(output) responses, y, and (input) design vari-
ables, x.

— They provide fast analysis tools for optimization
and design space exploration since the cheap-to-
run approximations replace the expensive-to-run
computer analyses.

— They facilitate the integration of discipline-depen-
dent analysis codes.

There are five major steps in the application of a sur-
rogate approximation model: 1) Identify design space,
2) Select an experimental design, 3) Sample design space,
4) Build predictive model, and 5) Explore the design
space. These five steps lead to a solution, which may be
further optimized or used for constructing a more en-
hanced approximation if the accuracy is not sufficient.
Figure 1 illustrates this process, and the steps are elabo-
rated as follows.

AT P‘ Identify Design Space F Identify Factors
__________ . . Orthogonal
Select Experimental Design Array

Sample Design Space

Running Experiments

Build predictive models

Response Surface

Kriging

Explore

.. Solution
If solution is not

accurate enough

Fig. 1 Steps to construct approximation model



148

1. Identifying design space
In this step the designer identifies the area of interest
and selects the design factors to study. Often, if there
are numerous design variables, experiments are per-
formed to “screen out” the less important effects (see,
Myers and Montgomery 1995).

2. Selecting an experimental design
Sample points are chosen in the design space to inves-
tigate efficiently the relationship between the design
factors and the responses and generate a predictive
model. Details are provided in Sect. 2.2.

3. Sample design space
In this step, the computer analysis or simulation code
that is being approximated is performed at each of the
sample points identified in Step 2.

4. Bwuzild predictive models
Using the data gathered in Step 3, a predictive model
is constructed using a number of methods (e.g. re-
sponse surfaces, kriging, neural networks, splines,
etc.).

5. Exploring the design space
The design space can then be explored to find regions
of good design or optimized to improve the perform-
ance of the system using the predictive surrogate ap-
proximation models instead of the computationally
expensive analysis code, resulting in large computa-
tional savings.

The most common surrogate approximation models
are linear and quadratic polynomials created by perform-
ing ordinary least-squares regression on a set of analysis
data. These polynomial models are known as response-
surface models, (see Myers and Montgomery (1995) for
further details). These methods are popular because they
are simple to create and provide compact and explicit
functional relationships between the responses and inde-
pendent variables over the range of interest.

Response-surface methods were initially introduced to
create smooth approximations of response data in the
presence of random error. Therefore, response-surface ap-
proximations may not be accurate when approximating
deterministic computer analyses due to lack of random
error in the computer model (Simpson et al. 2001). In
addition, first- and second-order response-surface models
have limited capability to model non-linear and complex
functions of arbitrary shape. Higher-order response sur-
faces may be used to model more complex functions, but
a large number of sample points may be necessary to es-
timate all of the polynomial coefficients. Hence, many
researchers recommend the use of sequential response-
surface modelling approaches using move limits (see e.g.
Toropov et al. (1996)) or trust region approaches (see
e.g. Rodriguez et al. (1998)). For example, the concur-
rent subspace optimization procedure uses data gener-
ated during concurrent subspace optimization to develop
response-surface approximations of the design space that
form the basis of the subspace coordination procedure

(Renaud and Gabriele 1994, 1991; Wujek et al. 1996).
Also, the hierarchical and interactive decision refinement
method recursively decomposes the design space into sub-
regions and fits each subregion with a separate model
during design space refinement (Reddy 1996).

Many of the above mentioned sequential approaches
have been developed for single objective optimization ap-
plications. Much of engineering design is multi-objective
in nature, however, and it is often difficult, if not im-
possible, to isolate a small region of good design which
can be accurately represented by a low-order polynomial
response-surface model. In (Koch et al. 1997), the dif-
ficulties encountered when screening large numbers of
variables in problems with multiple objectives as a part
of the response-surface approach are discussed. In (Bar-
ton 1992), it is pointed out that the response region of
interest will almost never be reduced to a “small neigh-
bourhood” which is favourable for all objectives during
multi-objective optimization. Hence, this leads to a need
for alternative approximation techniques with sufficient
flexibility to build accurate global approximations of the
design space and which are suitable for modelling deter-
ministic computer experiments (Simpson et al. 1998).

Kriging, also known as design and analysis of com-
puter experiments (DACE), is an alternate approxima-
tion method that may be a more statistically accurate
and consistent method for approximating deterministic
computer experiments (cf., Sacks et al. 1989; Simpson
et al. 2001). Originally developed for spatial statistics and
geostatistics, kriging is an interpolative approximation
based on an exponentially weighted sum of the sample
data. Furthermore, kriging models are very flexible due
to the wide range of correlation functions that can be
chosen for building the model. Depending on the type
of correlation function used, a kriging model can either
“honour the data,” providing an exact interpolation of
the data, or “smooth the data” in the presence of numer-
ical noise (Cressie 1993). In this paper, we are concerned
with spatial prediction, and we assume that the data are
not correlated temporarily. Also, the details of kriging are
not the focus of this paper and are given elsewhere (see
e.g. Sacks et al. 1989; Koehler and Owen 1996; Simpson
et al. 2002).

The High Speed Civil Transport (HSCT) problem
studied in this paper is an example of a large-scale prob-
lem that requires extensive computer analyses and there-
fore is a system where a significant amount of legacy data
exists. This legacy data of past analysis runs is part of the
NASA Multidisciplinary Design Optimization Test Suite:
(http://mdob.larc.nasa.gov/mdo.test/). The HSCT ap-
proximation challenge involves applying different approx-
imation techniques to solve the problem of approximating
the objective and constraints in the most efficient man-
ner. In this paper we develop a modified experimental
design strategy for building kriging metamodels of legacy
data like the HSCT example and compare the accuracy
and efficiency of this method with response surface meta-
models. In previous work, kriging has been compared to



a number of other metamodelling strategies using a se-
ries of small dimensional case studies (Jin et al. 2001).
In this paper, we are investigating the effectiveness of
kriging and other metamodelling strategies using a large-
scale problem of very high dimensionality. We however
use some of the same comparison metrics as used in (Jin
et al. 2001).

The remainder of the paper is divided as follows. In
Sect. 2, an overview of design of experiments (DOE) is
presented, and in Sect. 3, the details of kriging are pre-
sented. Section 4 contains a description of the HSCT case
study, followed by detailed results and closing remarks in
Sects. 5 and 6, respectively.

2
DOE terminology

In the construction of an approximation model it is first
necessary to sample the design space. DOE techniques
allow a designer to select those points intelligently and
in such a way as to produce an accurate and statisti-
cally meaningful approximation. The goal is to sample
enough points in the design space to be able to capture
the general behaviour of the objective function(s) and
constraints while keeping the computational expense at
a reasonable level.

There are two categories of experimental design, “clas-
sical” experimental designs and “space-filling” designs.
Examples of commonly used classical experimental de-
signs for constructing second-order response-surface ap-
proximations are central composite design (CCD) and
Box-Behnken (BB) which are the most widely used ex-
perimental designs. Some space-filling designs are: ran-
dom Latin hypercubes, orthogonal array (OA), and orth-
ogonal array—based Latin hypercube, among others.

In the “classical” design and analysis of physical ex-
periments, random variation is accounted for by spread-
ing the sample points out in the design space and by
taking multiple data points (replicates) using traditional
central composite designs. However, the “classical” no-
tions of blocking, replication and randomization are
irrelevant when performing deterministic computer ex-
periments (Sacks et al. 1989); thus, the extra sample
points should be chosen to “cover” or “fill” the design
space (Booker 1998). Unal (1997) also suggested that
the response-surface methods using classical experimen-
tal designs may not result in a good representation of the
response surface since most of the modern engineering ap-
plications are deterministic computer experiments with
no random error. Thus, space-filling designs are often
more appropriate because they provide better “coverage”
of the design space. Simpson and Mistree (1998) veri-
fied that many space-filling experimental designs perform
better than classical experiments design for problems
having more than three design variables. In this work,
randomized orthogonal array designs from (Owen 1992)
are employed to construct the surrogate approximation
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models. An overview of kriging is presented in the next
section.

3
Kriging methodology

As opposed to a response surface, which is global in na-
ture, in kriging the predictive model has both global and
local components. More specifically, kriging postulates
a combination of a global model and departures of the fol-
lowing form:

y(x) = f(x) +Z(x) (1)

where y(x) is the unknown function of interest, f(x) is
a known function of x, and Z(x) is the realization of
a stochastic process with mean zero, variance o2, and
non-zero covariance. The f(x) term in (1) is similar to
the polynomial model in a response surface and provides
a “global” model of the design space. In many cases f(x) is
simply taken to be a constant term 3 where 3 is estimated
from the ng sample points (Sacks et al. 1989).

While f(x) “globally” approximates the design space,
Z(x) creates “localized” deviations so that the krig-
ing model interpolates the ng sampled data points. The
Z(x) function is a measure of the variation in the model
from the sample points. It is obtained using an itera-
tive optimization procedure to determine the maximum-
likelihood estimates of the parameters which are used
to fit a kriging model; details of this optimization pro-
cedure can be found in (Simpson et al. 1998; Sacks et al.
1989). In our work, we use a simulated annealing algo-
rithm from (Goffe et al. 1994) to perform the optimization
of this variance. While slow for large numbers of de-
sign variables, the algorithm is very robust at finding the
maximum-likelihood estimates.

Finally, a note on model validation is worthwhile.
With response-surface models, R? values and residual
plots can be used to assess model accuracy (cf., My-
ers and Montgomery 1995). Since kriging approximation
models typically interpolate the data, there are no resid-
uals, and alternative validation measures must be used.
Additional data points can be used to check the validity
of the approximation models by computing relevant error
measures using (2), (3) and (4). The maximum absolute
error, average absolute error, and root-mean-square error
(MSE) can be computed from additional validation data
as follows.

max. abs. error = max.{|yi — ¥;| }i=1,... .nerror (2)

1 Nerror

[yi = $il ®3)
=1

avg. abs. error =
nerror

root MSE =

nerror
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In (2)—(4), yi is the true value, §; is the predicted value
of y; from the kriging model, and ne;ro; is the number of
extra points used to assess the error in the kriging model.
Once the model has been fitted, validated, and deemed
sufficiently accurate, it can be used for prediction. The
application of the kriging methodology to a large-scale
problem is described in the next section.

4
Case study: high speed civil transport approximation
challenge

In order to demonstrate the effectiveness of kriging as an
approximation method for unstructured legacy data of
large-scale systems we consider the application of kriging
(and response surfaces) to readily available legacy data
for the High Speed Civil Transport (HSCT) aircraft. The
design of the HSCT is a complex and challenging prob-
lem in multidisciplinary design optimization (MDO). The
design goal of the High Speed Civil Transport is to min-
imize take-off gross weight for a range of 5500 nautical
miles and cruise speed of mach 2.4 with a capacity of
251 passengers (Giunta et al. 1997). The model was cre-
ated at the Multidisciplinary Analysis and Design (MAD)
Center for Advanced Vehicles at Virginia Tech. Twenty-
five design variables describe the geometry of the air-
craft and can be loosely grouped into five categories: wing
planform, airfoil shape, tail areas, nacelle placement, and
fuselage shape. In addition, one of the variables, mis-
sion fuel, defines the cruise mission. There are sixty-seven
geometry, structural, performance, and aerodynamic con-
straints. Due to the large number of design variables and
the large computational expense associated with each an-
alysis (hours on a supercomputer), it is infeasible to ap-
ply traditional derivative or pattern-search optimization
methods to this problem.

The only practical way to perform optimization stud-
ies on a problem of this complexity is to create approxi-
mate metamodels for the objectives and constraints. Ana-
lyses are run at a small number of sample configurations,
and response models are created from this data. These

2 analysis
points closest
to the same
OA point

Fig. 2 Construction of pseudo-orthogonal array

models are then used to perform MDO and arrive at an
optimal design configuration.

Since configuration and response data for 2490 dif-
ferent legacy HSCT analyses are available on the NASA
MDOB test suite, no additional analysis is necessary. The
data from one analysis consists of values for the 26 inde-
pendent design variables (X;—Xa6) and the correspond-
ing values of the objective function (take-off gross weight
(TOGW)) and 68 inequality constraints (Giunta et al.
1997); our focus here is on approximating the objective
function. The challenge is to choose up to 500 analysis
points to construct surrogate approximations and use the
remaining points to check the accuracy of the approxima-
tion. Since our focus is on the approximation techniques
as opposed to the actual optimization process, we do not
present details as to the physical significance of the design
variables or constraints; the reader is directed to (Giunta
et al. 1997) for more details. We outline the specific steps
we followed in the approximation of the desired response,
namely, the objective function for the HSCT.

Selection of experimental design

The results of the 2490 experiments are on the NASA
MDOB test suite, which 1is available online at:
(http://mdob.larc.nasa.gov/mdo.test /). The authors are
not aware of the process by which this legacy data set
was created, as the large amount of data and the 25 di-
mensional design space make it difficult to identify the
technique that was used to generate the data. It is un-
structured and nonuniform, which is characteristic of
most legacy data sets. This problem is overcome by using
the modified experimental design method detailed next.
As mentioned above, 500 or fewer points are to be
selected from the available 2490 points. A randomized
orthogonal array (Owen 1992) is constructed. The size of
orthogonal array is based upon the number of levels se-
lected and the number of points. The larger the number
of levels, the better the expected accuracy of the approx-
imation. Obviously, the number of levels cannot exceed
the number of levels actually present in the data. Three

@ HSCT DATA
<~ OA DATA



Table 1 Different orthogonal array (OA) cases for 25 design
variables

Case Number of levels Number of points
Case 1 5 250
Case 2 7 686
Case 3 9 1458

Table 2 Comparison of original and pseudo-orthogonal ar-
ray

Case Number of points Number of points
number in original in pseudo-
orthogonal array orthogonal array

Case 1 250 126
Case 2 686 283
Case 3 1458 372

cases were considered with increasing numbers of lev-
els; the sizes of the three orthogonal arrays are 250 x 25,
686 x 25,1458 x 25 where the first parameter is the num-
ber of experiments required and the second parameter is
the number of rows or design variables. The number of
variable levels for each array is given in Table 1.

Since it is unlikely that the combination of levels in
a particular row of the OA matches one of the analysis
points exactly, the goal is to find the “nearest neighbour”
of each point in the OA, i.e. the analysis point which is
closest to each point in the 25-dimensional design space
sampled by the OA as illustrated in Fig. 2. This nearest
neighbour is then inserted into the OA in place of the ori-
ginal OA row.

There is a possibility, however, that one legacy an-
alysis point may be the closet point to two rows in the
OA, as shown in the top left portion of Fig. 2. This
would mean that this analysis point would take the place
of two OA rows. Since an OA cannot have two rows
that are the same, duplicate rows are removed from
the sample data set, and the remaining rows represent
a “pseudo-orthogonal array” that is not full. The differ-
ences between the size of the original orthogonal arrays
and pseudo-orthogonal arrays are summarized in Table 2.

The next and final step is to build approximation
models using the sample data. The response surface and
kriging models are constructed using three different sets
of data shown in Table 2 (126, 283 and 372 points). The
approximation models for the three cases are discussed
next.

5
Results

Kriging approximation models were constructed for the
three cases using the method described in Sect. 4. For
comparison purposes, quadratic response-surface models
were also constructed. The results for the three cases are
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presented in Figs. 3, 4, and 5. Figure 3 shows the per-
centage error for both the kriging and response surface
metamodels when 126 analyses were used to create the
approximation (Case 1). Note that the scale for the up-
per plot differs by two orders of magnitude from the scales
in the middle and lower plots. From the upper plot of
the error at all 2490 analysis points, it can be seen that

6000 ‘ Kriging
5 5000
]
® 4000
[=2}
8
S 3000
o
& 2000
1000
0
0 500 1000 1500 2000 2500
Analysis Point #
20 ‘ ‘ w w Kriging
g 15
w
(o]
g
£ 10
[
©
&
° //_//
200 400 600 800 1000 1200 1400 1600 1800 2000
Analysis Point #
25 Response Surface
S
]
(o]
[=2}
i)
c
[
o
[}
o

0 500 1000 1500 2000 2500
Analysis Point #

Fig. 3 Percentage-error analysis for Case 1
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Table 3 Summary of results for HSCT problem

Kriging Response surface
Number of Average Max Root-mean- Average Max Root-mean-
points percentage percentage square error percentage percentage square error
error error percentage error error percentage
126 points 207.83 5379.00 667.66 3.15 21.23 4.51
283 points 0.59 6.12 1.00 2.45 11.91 3.04
372 points 0.17 2.02 0.24 1.15 7.81 1.41
o5 . Kriging . is smoother than the kriging metamodel, as would be ex-
pected. The oscillations in the kriging metamodel are due
S ? | to the interpolation nature of kriging and the small num-
E * 1 ber of points being used.
% 1 8 In Case 3 the number of points used in the approxima-
§ s MJt tion was further increased to 372. The percentage-error
. T \ analysis is shown in Fig. 5. The increase in the number of

Analysis Point #

Response Surface ——

Percentage Error

o 1 1 1 1
[ul falu) 1000 1500 2000 EEOQ

Analysis Point #

Fig. 5 Percentage-error analysis for Case 3

the errors in the kriging metamodel are very high for
two regions. The middle plot shows the error in the krig-
ing metamodel only for analysis points 42 through 2160,
which is much lower. The high errors in portions of the
kriging result from the large dimensionality of the design
space and the small number of points used to sample it.
The points in the original OA were not close to some of
the points at the extremes of the legacy data set, result-
ing in large errors in these regions. Since kriging is an
interpolating model, we would expect at least 126 points
where the error is zero (the points used in the approxi-
mation), and a number of points with zero error are clear
in the middle plot of Fig. 3. The response surface is more
accurate over the entire data set, most notably at the
extremes, because of the smoothing behaviour of the sur-
face. Compared to the kriging metamodel, there appears
to only be a small handful of points around analysis point
1700 where the error is zero. This can be seen in the lower
plot.

In Case 2, the response-surface and kriging metamod-
els were constructed using 283 points. Figure 4 shows
a plot of the percentage-error analysis. The errors for
kriging are now on the same order with the response
surface. The kriging metamodel slightly outperforms the
response surface on average across all the legacy data
points. The behaviour of the response-surface metamodel

sample points has further reduced the error for both the
response-surface and kriging models. The kriging model
still behaves a little more erratically, due to the nature of
its construction. A number of points that have zero error
in the kriging model are apparent as well, as expected.
A summary of the results for all three cases is presented
in Table 3. The response-surface models produce consis-
tent results with a reasonable degree of accuracy. Kriging
works well if a sufficient number of points are available
to create the model. Note that 283 and 372 points are
still a small fraction of the 2490 points in the overall
legacy data set. In addition, the response surface pro-
duced a better approximation than the kriging for Case
1 when only a small number of data points were used. In
the next section, some closing remarks are made based on
these results.

6

Closing remarks

In this section, the results of the HSCT case study are
discussed to draw some overall conclusions as to the ap-
propriateness of both kriging and response surfaces in
modelling a legacy system problem of this complexity and
large dimensionality.

The results clearly show that kriging is a viable alter-
native to response-surface modelling. In previous studies,
kriging has been used to form predictive models of rela-
tively simple systems (< 10 design variables), see, e.g.,
(Sacks et al. 1989; Simpson 2002; Simpson et al. 1998;
Giunta et al. 1998; Sasena 1998). In this work, however,
kriging has been applied to a problem on a much larger
scale that is more consistent with many practical prob-
lems of interest and has proven to be quite effective, par-
ticularly when relatively few sample points are available
for use. Its effectiveness does diminish if the number of
sample points gets too small. When only 126 points are
used, there are areas of the data set that are not well mod-



Table 4 Comparison with previous work
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Approximation Average % error Max % error Number of points
technique

Kriging 0.17 2.02 372
Response surface 1.15 7.81 372
Response surface RSD1 0.49 2.89 500

(Khatib et al. 1998)

elled. This is due to the interpolating nature and highly
nonlinear behaviour of the resulting model.

In Table 4, the results from Case 3 (372 points) are
compared with previous results for this problem (Khatib
et al. 1998). In this previous work a specialized response
surface was used, while in this paper a very generic re-
sponse surface is used. Therefore, the better performance
of the RSD1 response surface is not surprising (although
500 points are used in the RSD1 to construct the meta-
model). With only 372 points, the pseudo-orthogonal ap-
proach with the kriging-based metamodel displays the
lowest error levels.

The number of points used in the creation of an ap-
proximation plays an important role in determining the
accuracy of the predicted response. It is noted in Tables 3
and 4 that the errors decrease significantly with an in-
crease in the number of sample points, especially in the
case of kriging; however, the response-surface approxima-
tion model gives very good performance in all three cases.
Thus, response surfaces may be the preferred approxi-
mation technique when only a small number of analyses
can be performed (or have been performed with legacy
data), as in cases where there is large computational ex-
pense for each run, or when sequential experimentation is
utilized to improve the accuracy of the approximation in
regions of interest continuously. As the number of points
increases, kriging models are more accurate at capturing
the nonlinearity in the design space, at least in this case.
For both methods, the accuracy of the approximations
are very good, considering the number of points used and
the fact that no a priori information was known about the
shape of the underlying functions that were used in the
original analyses. For large-scale legacy systems of this
kind, huge computational cost savings can be realized by
using surrogate-based metamodelling approaches.

The management of the data in any problem of this
size and complexity is a difficult task. In the case study
considered in this paper, the problem is exacerbated be-
cause of the inconsistency between the legacy data and
the orthogonal arrays used to sample this data (i.e. the
legacy data was nonuniform and not structured to match
a particular OA). The use of the pseudo-orthogonal ar-
ray concept was an effective approach to overcome the
nonuniform nature of legacy data of complex system
without a significant loss of accuracy.

While both approximations predict new points very
quickly, an important consideration is the expense in-

volved in constructing the approximations from the given
data. The response-surface model took less than 50 sec-
onds of CPU time on a 167 MHz Sun Ultra 1 to con-
struct and predict the responses for all 2490 data points.
In comparison, the kriging model required about 10 min-
utes per design variable to construct the model. Recall
from Sect. 3 that an optimization problem must be solved
to determine the maximum-likelihood estimates for the
model parameters. For these experiments, a simulated
annealing algorithm was employed to determine the pa-
rameters for the kriging models; it is a very robust but
somewhat inefficient algorithm for this type of optimiza-
tion (Simpson et al. 2001). It is also somewhat prone to
generating an ill-conditioned correlation matrix, which
tends to occur when points “pile up” near each other
in the design space; however, that is not the case here
(condition number = 1.55 x 10~7, which is small but not
indicative of ill-conditioning, see (Martin and Simpson
2004) for details on when ill-conditioning problems arise).
We believe, however, that the opposite problem is ac-
tually causing the poor fitting kriging model in Case 1,
namely, there are too few sample points to cover the de-
sign space adequately. As a result, many of the theta
parameters for the kriging model for Case 1 are large
(> 5.0), which yields a relatively flat hyper-surface — in
this case, the constant term (3 that is used for the f(x) por-
tion of (1) — with many “spikes” to interpolate the data.
The theta parameters for the other cases are not nearly as
large, indicating a more “smoothly” fitting kriging model.
Meanwhile, the response-surface model is able to capture
the overall trend within the design space, be it linear or
quadratic, even though only a few samples are used. Fu-
ture studies should examine the process of ensuring that
ample sample points are taken to achieve good coverage of
the design space.

Finally, the results from this study indicate that nei-
ther of the methods clearly outperforms the other, both
having advantages and disadvantages depending on the
computational expense, the desired accuracy of the model
and the degree of nonlinearity in the system. This work
provides a support tool to designers who ultimately must
decide the approximation method most appropriate for
the problem under consideration.
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