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Abstract 

Global Navigation Satellite System precise positioning using carrier phase measurements requires reliable ambigu-

ity resolution. It is challenging to obtain continuous precise positions with a high ambiguity fixing rate under a wide 

range of dynamic scenes with a single base station, thus the positioning accuracy will be degraded seriously. The 

Forward–Backward Combination (FBC), a common post-processing smoothing method, is simply the weighted 

average of the positions of forward and backward filtering. When the ambiguity fixing rate of the one-way (forward 

or backward) filter is low, the FBC method usually cannot provide accurate and reliable positioning results. Conse-

quently, this paper proposed a method to improve the accuracy of positions by integrating forward and backward 

AR, which combines the forward and backward ambiguities instead of positions—referred to as ambiguity domain-

based integration (ADBI). The purpose of ADBI is to find a reliable correct integer ambiguities by making full use of 

the integer nature of ambiguities and integrating the ambiguities from the forward and backward filters. Once the 

integer ambiguities are determined correctly and reliably with ADBI, then the positions are updated with the fixing 

ambiguities constrained, in which more accurate positions with high confidence can be achieved. The effectiveness 

of the proposed approach is validated with airborne and car-borne dynamic experiments. The experimental results 

demonstrated that much better accuracy of position and higher ambiguity-fixed success rate can be achieved than 

the traditional post-processing method.

Keywords: Kinematic precise positioning, Ambiguity resolution, Ambiguity domain-based integration (ADBI), 

Forward–Backward Combination, Kalman filter
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Introduction
Post-processed, relative Global Navigation Satellite Sys-

tem (GNSS) kinematic positioning is a widely-used 

technology to provide high-accuracy trajectory determi-

nation in many dynamic applications, such as airborne 

vector gravimetry and Mobile Mapping Systems (MMS) 

(Kreye and Hein 2003; Senobari 2010; Petrovic et  al. 

2015). A Kalman filter (KF) is commonly applied to esti-

mate the navigation parameters in such post-processed 

kinematic applications (Kalman 1960; Herring et al. 1990; 

Chen 1998; Yang 2010).

To improve the accuracy of the KF solution, a For-

ward–Backward Combination (FBC) is commonly used 

in post-processing (Vaclavovic and Dousa 2015; Chiang 

et  al. 2012). It builds on the bi-directional KF and the 

final result for every epoch can be regarded as a combi-

nation of the estimated positions from the forward and 

backward runs (He 2015). �e FBC method is a weighted 

average in the position domain, and the accuracy of final 

results are sensitive to the accuracy of the one-way KFs 

solutions.

Precise GNSS positioning relies on very precise car-

rier phase observables with fixed ambiguities (Han 1997; 

Cai et  al. 2007). Once the integer ambiguities are fixed, 

position with centimeter-level or even millimeter-level 

accuracy can be achieved. �us, the accuracy of esti-

mated positions with carrier phase observations relies 

upon the performance of ambiguity resolution (AR) 

(Teunissen 2003; Li et al. 2014a). For differential GNSS, 

if the baseline is long, or the observation environment 

Open Access

Satellite Navigation
https://satellite-navigation.springeropen.com/

*Correspondence:  xhzhang@sgg.whu.edu.cn

School of Geodesy and Geomatics, Wuhan University, 129 Luoyu Road, 

Wuhan 430079, China

http://orcid.org/0000-0002-2763-2548
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s43020-020-00022-y&domain=pdf
https://satellite-navigation.springeropen.com/


Page 2 of 13Zhang et al. Satell Navig            (2020) 1:20 

is complex such as in urban area, the ambiguity fixing 

rate will be reduced significantly, leading to the degrada-

tion of the positioning accuracy. Firstly, as the increase 

of the length of baseline, the correlation between rover 

receiver and base station is weakened and the relative 

atmospheric delays cannot be assumed negligible (Leick 

1990; Takasu and Yasuda 2008; Li et  al. 2014b). Due to 

this fact, unknown parameters in KF estimator generally 

require longer convergence time, during which ambigu-

ity resolution may not be carried out correctly (Odolin-

ski et al. 2015). Secondly, the unmodeled errors severely 

affect AR, such as multipath errors (Joosten and Irsigler 

2003). In addition, the widely-used indicators of AR qual-

ity control, such as the ratio test, the ambiguity dilution 

of precision (ADOP), etc., tend to be optimistic and can-

not completely distinguish incorrectly fixed ambiguities 

(Kubo 2009; Zhang et al. 2019).

Considering one epoch, there are several situations as 

follows when using the FBC method. In the first case, if 

the results of forward and backward filtering both are 

ambiguity-float resolution at the same time, the FBC 

result can only achieve decimeter-level accuracy, which 

is equivalent to ambiguity-float resolution. In the sec-

ond case, if one of the one-way KF results is the wrongly 

ambiguity-fixed resolution, it can result in unacceptable 

positioning error of the final result, and the reliability of 

the FBC method is also greatly reduced. In the third case, 

under the premise that ambiguities are not fixed wrongly, 

the FBC method can provide theoretically optimal posi-

tions when a correctly ambiguity-fixed resolution is 

obtained. �erefore, in order to obtain a more precise 

and reliable trajectory, it is necessary to improve the 

ambiguity fixing rate of one-way KFs.

To overcome the limitation of the traditional post-pro-

cessing algorithm, this paper proposes a method based 

on ambiguity information fusion, which aims to improve 

the ambiguity fixing rate from the post-processing per-

spective. Because the proposed method integrates ambi-

guities directly, instead of estimated positions, it is called 

the ambiguity domain-based integration (ADBI). �e 

object of ADBI is to determine the correct and reliable 

integer ambiguities for every satellite by analyzing the 

ambiguity results of forward and backward KFs. In the 

post-processing scenario, there are three types of infor-

mation that can help us determine the correct ambigu-

ity of an individual satellite. As mentioned before, the 

indicators of AR performance are used to find the suc-

cessful ambiguity-fixed resolution. On the other hand, 

due to the fact that the integer ambiguity of forward and 

backward runs at a particular epoch should be the same, 

the difference of ambiguities between one-way KFs are 

calculated to determine the correct ambiguity for indi-

vidual satellite. Finally, the occurrence times of the same 

integer ambiguity value appears within an observation 

arc is another important information. So the integrated 

ambiguities can be determined with high confidence by 

the ADBI method. Taking the constant property of each 

ambiguity into consideration, once the ambiguity integra-

tion is finished, it means that the integer ambiguity in the 

whole observation arc of an individual satellite has been 

accurately determined. When the integrated ambiguities 

are obtained, the other parameters can be updated with 

the fixing ambiguities constrained, thus obtaining more 

accurate positions with high confidence. At this time, the 

accuracy of final result of the ADBI is equivalent to the 

correctly ambiguity-fixed resolution.

�e remainder of this paper is organized as follows. 

In “�e processing scheme of the ADBI” section, we 

describe the six-step procedure of the ADBI method. In 

“Experiments and analysis” section, verification of the 

proposed method using a real dynamic dataset is pro-

vided. Furthermore, we compare the ADBI method with 

classical KF plus FBC method in terms of ambiguity fix-

ing rate and positioning accuracy. Finally, “Conclusion” 

section provides a summary of the work presented, con-

clusions and future work.

The processing scheme of the ADBI
Generally, three kinds of ambiguities states exist in the 

forward and backward KF runs: ambiguity-float esti-

mates, incorrectly fixed ambiguity estimates and cor-

rectly fixed ambiguity estimates. �e accuracy of both 

the one-way KFs and the FBC method will be adversely 

affected float or incorrectly fixed ambiguities. �e pro-

posed method directly analyzes the estimated ambi-

guities to improve the fixing rate. In this section, the 

implementation of the proposed ADBI method is intro-

duced in detail. Figure 1 depicts the data processing chain 

of the ADBI method. �e corresponding procedures and 

mathematical models are then introduced in detail.

(1) Implement GNSS data processing based on for-

ward and backward KF, and record the estimated 

parameters, which include the positions and ambi-

guities, as well as their variances in float ambiguity 

mode. In the case of long base to rover baselines, the 

ionosphere-free (IF) combination with dual-frequency 

observations is usually used to effectively compensate 

the influence of first-order terms of the ionospheric 

delays (Takasu and Yasuda 2010). Receiving the ambi-

guity-float solutions, a two-step AR procedure con-

sisted of fixing wide-lane (WL) and narrow-lane (NL) 

ambiguities is implemented. LAMBDA method is a 

widely-used AR approach that constructs a mapping of 

float ambiguities to their integer counterparts (Teunis-

sen 1994). �e rounding method is adopted for the WL 

ambiguity fixing, and the LAMBDA method is adopted 
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for the NL ambiguity fixing. In our work, the partial 

integer ambiguity resolution is used. �e AR indicators, 

e.g., ratio test, ADOP and bootstrapped success rate 

(BSSR), are also required for subsequent analysis.

Figure 2 is a schematic diagram of the conversion of 

integer ambiguities for tracking an individual satellite, 

and each gray frame represents the status of ambi-

guities after every procedure of the ADBI. With the 

first gray frame in Fig. 2, there are three cases for the 

ambiguity results of an individual satellite: float ambi-

guity, incorrectly fixed ambiguity, and correctly fixed 

ambiguity. The reasons why different types of results 

Fig. 1 Processing chain of the proposed ADBI method

Fig. 2 Schematic diagram of the ADBI method. The curves in the black frame denote the status of ambiguities for one satellite in forward KF (top) 

and backward KF (bottom) during the same period of time. Each gray frame denotes the status of ambiguity after each step of ADBI. In this figure, 

“amb” means ambiguity
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appeared are unmolded errors, the quality of obser-

vations and so on, which have been mentioned in 

the introduction. In this case, the purpose is finding 

the correct ambiguities from recorded information. 

It should be noted that the ambiguity states of for-

ward and backward KF are not always consistent. For 

instance, the ambiguity in forward KF is float, but it 

is fixed in the backward KF. This difference is caused 

by the recursive nature of the KF algorithm, as each 

epoch’s estimate only depends on current, as well as all 

previous data. Clearly, the epochs when different satel-

lites participate in the KF estimators vary, resulting in 

differences in the accuracy of float ambiguity estimates 

and subsequently in AR results between forward and 

backward KF runs. Therefore, the results from the for-

ward and backward KF both need to be considered.(2) 

Divide the ambiguities into several segments of each 

satellite, which are also called ambiguity spaces, to 

ensure a unique ambiguity corresponds to each arc 

segment. Then a unified reference satellite needs to 

be defined for every arc. If the reference satellites for 

AR in adjacent epochs are different, we can select one 

common-view satellite using Eq. (1):

where n and m denote the different reference satellites; q 

is any satellite that belongs to the same system as the ref-

erence satellite. As the between satellite single-differenc-

ing operator is adopted in ADBI, it must also be ensured 

that the reference satellite are consistent.

(3) Analyze the ambiguities for forward and back-

ward KF using the AR indicators obtained in Step 

(1). In order to distinguish the reliable ambiguity-

fixed resolutions, three indicators including the ratio 

test, ADOP and BSSR are analyzed, which have been 

widely discussed in the literature. �e norm ratio test 

is a widely-used ambiguity discrimination test sta-

tistic of the second minimum quadratic form and the 

minimum quadratic form of the least squares residu-

als (Wang et  al. 1998). �e threshold for the ratio test 

is often set to 2 or 3. �e ADOP, first introduced by 

Teunissen (1997), is related to the success rate of AR. 

�eoretically, the success rate of AR is higher than 

0.99 when the ADOP value is below 0.14 cycle, and 

higher than 0.999 with the ADOP value is below 0.12 

cycles (Odijk and Teunissen 2008). �e BSSR has been 

proven as a lower bound for the integer least squares 

(ILS) success rate (Teunissen 1998). In dynamic appli-

cations, the performance of ambiguity resolution is 

greatly affected by environment. And due to the un-

modeled errors, the ambiguities even could be fixed 

incorrectly. In order to ensure the reliability of GNSS 

positioning results in practical applications, we adopt 

(1)
(

Nq,n

)

→

(

Nq,m

)

=

(

Nq,n − Nm,n

)

a strict ambiguity validation strategy which is suitable 

for dynamic scenes. In our work, a BSSR value of 0.99 

is regarded as the thresholds for successful AR. Follow-

ing previous works, here the ratio test value of 2.5, the 

ADOP value of 0.14 cycle and the BSSR value of 0.99 

are the three theoretical indicators for reliable AR.

However, some previous work has demonstrated that 

the AR indicators we used do not always necessarily 

reflect correctly selected ambiguities. �e ratio test has 

been proved non-optimal by Teunissen and Verhagen 

(2007). And a recent study showed that smaller ADOP 

and higher BSSR values do not guarantee that ambigui-

ties can be fixed correctly (Zhang et  al. 2019). In this 

step, we are not sure that all the ambiguities have the 

correct values. As in the second gray frame in Fig.  2, 

float ambiguities (blue curves) have been removed, 

but the incorrectly fixed ambiguities (red curves) still 

remained.

(4) Compare the fixed ambiguities obtained in Step 

(3) between forward and backward KF runs to deter-

mine the correct values. To obtain the most reliable 

integer ambiguities, the correlation of ambiguities 

between one-way KFs has to be determined. GNSS 

error sources which are independent of the filter direc-

tion, such as satellite clock error, tropospheric error 

and some hardware delays, have been eliminated 

entirely by between-filter differencing. And the dif-

ference of ambiguities is only related to the positions 

through the following relation:

where subscript f and b are the symbol of the forward 

KF and backward KF; δ and �∇ denote the operator of 

single-differencing between one-way filters and double-

differencing; N
IF

 and ρ indicate the ambiguity of the IF 

combination and the geometric distance between the 

phase centers of the satellite and receiver antennas;

�N
IF

 is usually decomposed into the following combi-

nation of WL and NL ambiguities:

By substituting Eq. (2) into Eq. (3), we obtain:

It is understood that estimated positions can reach cm-

level accuracy once ambiguities are fixed correctly. So, 

the terms of 
(

�∇ρf − �∇ρb

)

 should be approximately 

zero when correctly fixed ambiguities are obtained in 

(2)δ�∇NIF=

(

�∇ρb − �∇ρf

)/

�IF

(3)NIF =

(

cf2

f 2
1

− f 2
2

NWL +
c

f1 + f2
NNL

)/

�IF

(4)

(

�∇ρf − �∇ρb

)

+
cf2

f 2
1

− f 2
2

δ�∇NWL +
c

f1 + f2
δ�∇NNL = 0
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both one-way KFs. �e WL ambiguities can be fixed eas-

ily because of the long wavelength, and δ�∇N
WL

 also 

should be zero. Under this situation, the NL ambiguities 

can be trusted with high confidence when the term 

δ�∇N
NL

 is zero. In other words, as long as wrong integer 

ambiguity was recorded, then Eq. (4) cannot hold. Based 

on this analysis, NL ambiguities recoded from the results 

of forward and backward KF can be evaluated.

Yet, this basis will be not established reliably in two sit-

uations: �e first case is that ambiguities are incorrectly 

fixed with the same value both in forward and backward 

KF solutions. And the second case is there is no correctly 

fixed ambiguity in one continuously tracked segment. 

Generally, users have a slim chance to encounter that 

first case, so it can be ignored. On the other hand, this 

method could be invalid when the second case is cited 

because the Eq.  (4) is not suitable with float ambiguity 

estimates. In addition, only forward KF or backward KF 

results that can be used to when another KF estimator 

is in the convergence period. For these time periods, the 

comparison cannot performed, so the integrated results 

will be adopted with a lower weight. From the third gray 

frame in Fig. 2, the comparison of integer ambiguities can 

be of great assistance in determining the correct integer 

values.

(5) Find the final results with the highest frequency 

and assign them to the whole segment. Here holds the 

assumption that the correct integer ambiguity results 

occupy the majority of all AR results in one segment. 

�en integrated ambiguities are obtained.

(6) Update the parameters with the integrated ambigui-

ties constrained. Once ambiguity integration is complete, 

each observation segment will correspond to a unique 

integer ambiguity for one satellite. In this case, carrier 

phase observations can be transformed into the high 

precise pseudorange observations when the ambiguity is 

fixed correctly. Now we can use integrated ambiguities 

as the virtual observations to enhance the strength of the 

GNSS model.

In Eq.(5), where b is the ambiguity parameters and a 

refers to other parameters; by is the integrated ambiguity, 

X̃ =

(

b̃, ã

)

 is the results from the previous filters with 

the variance–covariance matrix P̃ ; ε is the measurement 

noise for integrated ambiguity. Once ambiguity is fixed 

correctly, the accuracy of integrated ambiguity is very 

precise as it is regarded as virtual observations. �e accu-

racy is set as 0.01 cycle in this paper for convenience. In 

(5)















by =
�

0 1
�

�

a

b

�

+ ε

�

a

b

�

∼ N (X̃ , P̃)

order to improve algorithm efficiency, we can select the 

float ambiguity solution with more confidence according 

to the associated variance–covariance matrix from the 

forward and backward KF solutions. After parameter 

updating with the integrated ambiguities, we can get 

more precise positioning results by the ADBI method. If 

the ambiguity integration is failed, the FBC would be 

used to smooth in position domain.

Experiments and analysis
Data introduction

To adequately assess the performance of the proposed 

ADBI method, two 1-Hz dual-frequency datasets are 

analyzed. �e airborne dataset were sampled on June 6, 

2015, from 11:59 to 16:00 for about 4 h in Ordos, China. 

�e second vehicular dataset consists of GPS observa-

tions and was taken on July 22, 2015, for about 3 h start-

ing 2:44 to 5:49 pm in Wuhan, China. Figure 3 shows the 

trajectories of the aircraft and vehicle datasets, where the 

longest baseline between reference and rover station was 

more than 80  km in the airborne experiment and 5  km 

in the vehicular experiment. �e network solutions pro-

vided by the NovAtel GrafNav software using all nearby 

basestations is regarded as the reference trajectory. 

NovAtel technical documents specify that this commer-

cial software can achieve 2–6  cm positioning accuracy 

when the baseline is shorter than 130  km (Gao et  al. 

2015). In the next subsections, we analyze the airborne 

and vehicular results, including positioning accuracy and 

the performance of AR.

Evaluation of ambiguity integration

As described, the core of the ADBI method is to obtain 

correct ambiguities in every observation segment, there-

fore, the performance of ambiguity integration is a cru-

cial indicator to evaluate ADBI. Hereinafter, the airborne 

results are presented as a representative example, the 

vehicular results are similar. As mentioned in “�e pro-

cessing scheme of the ADBI” section, AR with the IF 

model is derived by two steps, then the results of ambigu-

ity integration for WL AR are shown in Fig. 4, and those 

of NL AR are shown in Fig.  5. We select four satellites 

that are tracked the longest by the GNSS receiver to dem-

onstrate representative improvements with ambiguity 

integration. For convenience, all of the single-differenced 

ambiguities are adjusted to the first reference satellites. It 

should be noted that the results are not plotted when a 

satellite is the reference satellite, such as for G16 in the 

first hour.

It is necessary to smooth over a period of time to aver-

age out the effects of some pseudorange errors for suc-

cessful WL AR (Dong and Bock 1989). From the first and 
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second row in Fig. 4, WL ambiguities are fixed correctly 

in less than few seconds. And WL resolution is stable 

and has low sensitivity to measurement noise, as the WL 

ambiguities have a relatively long wavelength ~ 86 cm. In 

the proposed method, only a few wrong fixed ambiguities 

occurred, mostly at the beginning of data processing, and 

are corrected by ambiguity integration in the last row of 

Fig. 4. For example, the backward KF results at the begin-

ning of processing of G09 have been corrected. Taken as 

a whole, the improvement of WL ambiguities by ambigu-

ity integration is not too significant.

As shown in Fig.  5, the NL ambiguities, because of 

their shorter wavelength, are fixed with less confidence 

as compared to the WL ambiguities. As previously 

explained before, during the first 0–40  min of filtering, 

the NL ambiguities cannot be accurately fixed since the 

ambiguities have not converged (Geng et  al. 2011). �e 

NL ambiguity fixing rate in one-way KFs is very low with 

long-baseline differential positioning, just like the results 

for satellites G09 and G27. Also, the integer values are 

not always the same for the forward and backward KFs.

With ambiguity integration, the constant property of 

all NL ambiguities has been recovered for every satellite. 

An example is given in Fig. 5 for G09, where a portion of 

correct ambiguities in one-way KFs was found based on 

ambiguity integration, then discrete and unstable ambi-

guities, such as the value of − 4, − 5, was corrected to a 

unique value. Even during the convergence period, suc-

cessful NL ambiguity fixed solutions can be obtained. �e 

fixing rate of the NL ambiguities is more than 99%, which 

has great improvement compared to traditional one-way 

KFs. �e results benefited from constant ambiguities, so 

Fig. 3 The trajectory of the rover (blue) and the base station (red 

triangle) in measuring area in the airborne experiment (top) and the 

vehicular experiment (bottom)

Fig. 4 WL resolution from the forward filter (top) and backward filter (middle) for G09, G16, G23 and G27. Red and yellow curve denote the 

ambiguity-float results in the forward filter and backward filter, respectively. The green curve is the respective ambiguity-fixed resolution. The 

bottom figures show the results of integration for G09, G16, G23, and G27. The light green curve denotes the integrated ambiguity. The range of 

x-axis is 3 h
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integrated ambiguities can be determined for the entire 

observation segment for the full segment fixing.

A noticeable improvement in every satellite for the 

rate of ambiguity fixed is adopted in the previous discus-

sions. �en, the states of all satellites are illustrated dur-

ing the full observation time for airborne and vehicular 

experiments, compared to traditional one-way KF. In this 

paper, as long as the WL ambiguity and NL ambiguity are 

fixed simultaneously, the satellite is determined to have 

an ambiguity-fixed state. �e ambiguity states for each 

GPS satellite in the airborne and vehicular experiments 

is given in Figs. 6 and 7. It is clearly that the ambiguities 

of any satellite cannot be fixed continuously in one-way 

KFs. �e average ambiguity fixing rate for each satellite 

is only 32.9%, 30.6% for airborne and 44.3%, 30.0% for 

vehicular data in the forward and backward KF runs, 

respectively. After ambiguity integration, the average fix-

ing rate for per satellite increased to 92.7% and 94.4%, 

improved greatly compared to one-way filters results.

However, there are also some failures in the ambigu-

ity integration results, when there are only ambiguity 

float solutions from both forward and backward KFs. 

As a result, the integration still depends on the ambigu-

ity-fixed resolution in one-way filters. For example, in 

airborne result we did not have any fixed integer ambi-

guities within one segment in the first hour for G21, so 

the integration would be invalid.

In conclusion, this comparison clearly shows that the 

integrated ambiguities had a much higher fixing rate than 

the original ambiguities.

Positioning accuracy comparison

Long-baseline DGNSS with a single reference station 

is affected by residual atmospheric errors, resulting in 

a low ambiguity fixing rate and an initialization period 

(Verhagen et  al. 2013). Note that standard deviations 

(STDs) output by a KF reflect the precision of esti-

mates and the STDs of ambiguities will be large at the 

beginning stage and decreased over time. We use the 

airborne results to evaluate the benefit of integrated 

ambiguity for ambiguity convergence.

Ambiguity estimation is compared among three 

schemes labeled as the forward KF with float ambiguities, 

ambiguity-fixed based on forward KF, and forward KF 

with integrated ambiguities. �e trend of their ambigu-

ity STDs is shown in Fig. 8. For float ambiguities, a pro-

cess similar to initialization with long convergence time 

is yielded when a satellite has just been acquired. In the 

ambiguity-fixed solution, a sudden improvement occurs 

once ambiguities are fixed at this epoch. However, low 

fixing rates and discontinuous fixing lead to some STDs 

that are still equal to the float ambiguity solution. �e 

integrated ambiguities constraint results in only a few 

Fig. 5 NL resolution from the forward filter (top) and backward filter (middle) for G09, G16, G23 and G27. Red and yellow curve denote the 

ambiguity-float results in the forward filter and backward filter, respectively. The green curve is the respective ambiguity-fixed resolution. The 

bottom figures show the results of integration for G09, G16, G23, and G27. The light green curve denotes the integrated ambiguity. The range of 

x-axis is 3 h
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minutes where STDs values reach below 5  cm and all 

STDs are stable throughout the entire observation time.

In this study, successful ambiguity fixed resolution is 

defined as more than five ambiguities are fixed and the 

positioning error is less than 1  dm horizontal and less 

than 2 dm vertical. �en the ambiguity fixing success rate 

(SR) is given by Eq.  (6). Similarly, the ambiguity fixing 

rate is defined as Eq. (7).

Fig. 6 Ambiguity-fixing in the forward filter (top), backward filter 

(middle) and the ADBI method (bottom) for airborne data. The red 

curve denotes the float ambiguity results and the green means the 

fixed ambiguity results

Fig. 7 Ambiguity-fixing in the forward filter (top), backward filter 

(middle) and the ADBI method (bottom) for vehicular data. The red 

curve denotes the float ambiguity results and the green means the 

fixed ambiguity results
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Figure 9 marks the state of AR at every epoch for differ-

ent processing methods. �e AR statistics are listed in 

Table 1. In classical forward and backward KF, ambigui-

ties are difficult to fix correctly in the first 30 min. After 

ambiguity convergence, there are still some epochs with 

ambiguity-float resolution or incorrectly ambiguity-fixed 

resolution. In addition, the ambiguity fixing rate is 64%, 

58% using airborne data and 74%, 42% for vehicular data 

in the forward filter and backward filter, respectively. As 

for the ambiguity fixing success rate, the one-way KFs 

only reach 58% and 45% in the airborne experiment and 

58 and 39% in the vehicular experiment, respectively. 

�en in the FBC method, which refers to the curve of 

“combine”, the ambiguity fixed solution is defined as long 

as there is an ambiguity fixed solution in either the for-

ward or backward KF at this epoch. �e rate of ambigu-

ity fixing can increase to 84% and 85%, and the success 

rate to 70% and 68%, respectively, when using the FBC 

method. �ough the success rate with the FBC method 

is higher than one-way KFs, it is only due to the statistical 

methods and this cannot represent the improvement for 

AR. �e ADBI method has made a contribution to AR for 

every satellite, and discrete ambiguities sequences have 

been transformed into continuous integer ambiguities, as 

we can see from the Fig. 9. With integrated ambiguities 

(6)

Psr =

#correctly ambiguity − fixed epochs

#total(correctly, wrongly and ambiguity − float) epochs

(7)

Pr =

# ambiguity − fixed epochs

#total(correctly, wrongly and ambiguity − float) epochs

constrained, the ambiguity fixing rate is 100% and the 

success rate is over 99% both in airborne and vehicular 

data, which improved the ambiguity-fixed performance 

by 19%, 43% and 18%, 37% compared with FBC method, 

respectively.

�e positioning accuracy is a crucial indicator to evalu-

ate this proposed method. �e root-mean-square (RMS) 

Fig. 8 The variety of DD ambiguity STD in the forward KF without AR (left), forward KF with AR (middle) and forward KF with integrated ambiguity 

constrained (right)

Fig. 9 Time series of ambiguity fixing rate with two-way filters, FBC 

method and ADBI strategy for airborne data (top) and vehicular data 

(bottom). The red points denote ambiguities float resolution and 

green is the ambiguity-fixed resolution
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of positioning accuracy from the four different process-

ing methods is listed in Table  2. �e sequences of the 

positioning errors are given in Fig.  10 for the airborne 

experiment and Fig. 11 for the vehicular experiment. In 

this paper, the convergence periods are excluded to com-

pute the RMS values for one-way KFs and all the results 

are utilized for the FBC and ADBI methods. �is evalu-

ation method is more fair. �e positioning accuracy of 

convergence is affected by the ambiguity-float and ambi-

guity-fixed incorrectly solutions in one-way filter. If all 

epochs are used to calculate RMS, the RMS will be very 

large, and this value can not reflect the effect of the ambi-

guity fixed rate. �e FBC and ADBI method both are 

global optimization algorithm, so all results are used for 

statistics.

Table 2 shows that dynamic results with long baseline 

both in forward and backward runs only achieve post-

initialization accuracy of approximately 6–15  cm in the 

horizontal and vertical component, respectively. It took 

at least 30 min for one-way KFs to fix ambiguities, and, 

as presented in Fig.  11. Even it needs more than 1  h in 

the vehicular experiment of backward KF. �e reason is 

that the vehicular dataset only has GPS observations, but 

the other include two constellations. Post-convergence, 

the positioning accuracy was not stable in the one-way 

KFs results, due to float ambiguities and incorrect fixed 

ambiguities.

From the error sequence, the results at the begin-

ning of data processing are also “smoothed” by the FBC 

method. As the weighted average is carried out, the FBC 

results have improved positioning accuracy with an RMS 

of 11.3, 4.8, 11.6 cm and 12.2, 8.0, 14.0 cm for airborne 

and vehicular data in the east, north and up directions, 

respectively. However, the RMS of the FBC might be 

larger than that in one-way KFs. For example, the RMS 

in the east direction from airborne data 11.3 cm is larger 

than 7.1  cm from the forward filter result. Apart from 

the different in RMS computing, it can be the reason 

that the wrongly ambiguity fixed resolutions reduced the 

accuracy of FBC results because it is impossible for FBC 

to remove these cases. In this way, the combine on the 

coordinate domain is limited by the results of one-way 

KFs and could have a degradation on the accuracy of esti-

mation when the result of the one-way KFs is not precise 

enough. �e RMS in the two experiments was improved 

significantly by ADBI method. �e positioning accuracy 

of 2.4, 1.78, 3.3  cm in the east, north and up directions 

for airborne data, respectively, were improved 78.8%, 

63.1%, 71.2% compared to the FBC results, respectively. 

Similarly, significant improvement of 88.5%, 84.3%, 57.5% 

compared to the FBC results in the vehicular experiment 

also is given in the Table 2, respectively. �e entire posi-

tion bias sequence, seen in Figs. 10 and 11 are also very 

stable, indicating that the ambiguity float resolution and 

incorrectly ambiguity fixed resolution have been mostly 

removed.

Conclusion
AR is the key to obtain precise, cm-level, positioning 

results. When the results of the forward and backward 

KF are not precise enough with low ambiguity fixing rate, 

the classical FBC method does not work well. In post-

processing mode, more information from the forward 

and backward KFs can be utilized to determine the cor-

rect ambiguity for each satellite. Consequently, the ADBI 

method, which works in the ambiguity domain, is intro-

duced to obtain the precise positions by improving the 

ambiguity fixing rate.

�e ambiguity integration is regarded as the most 

critical step for ADBI and is implemented to confirm 

Table 1 The ambiguity �xing rate and  ambiguity �xing 

success rate in  di�erent data processing strategy 

for airborne data and vehicular data

Fixing rate (%) Fixing success rate (%)

Airborne Vehicle Airborne Vehicle

Forward 64.3 73.8 57.7 57.6

Backward 58.2 42.3 44.7 38.7

FBC 83.7 84.7 70.5 68.0

ADBI 100.0 100.0 100.0 99.9

Table 2 RMS of position errors for di�erent processing mode with airborne data and vehicular data

Type Airborne Vehicle

E (cm) N (cm) U (cm) E (cm) N (cm) U (cm)

Forward 4.92 3.36 7.84 10.37 5.02 12.40

Backward 11.53 3.83 12.81 7.15 8.17 16.73

FBC 11.25 4.80 11.57 12.21 8.03 13.87

ADBI 2.38 1.77 3.33 1.40 1.26 5.90



Page 11 of 13Zhang et al. Satell Navig            (2020) 1:20  

Fig. 10 Positioning biases with IF model in the forward filter (top left), backward filter (top right), post-processing results with FBC method (bottom 

left) and result with ADBI strategy (bottom right) using airborne data

Fig. 11 Positioning biases with IF model in the forward filter (top left), backward filter (top right), post-processing results with FBC method (bottom 

left) and result with ADBI strategy (bottom right) using vehicular data
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the correct integer ambiguity among ambiguity-float, 

wrongly ambiguity-fixed and correctly ambiguity-fixed 

resolutions. In ambiguity integration, selection using 

the indicators from AR, such as the ratio test, ADOP 

and BSSR, and further comparison between forward and 

backward results are established to guarantee the preci-

sion of integrated ambiguities. And evaluation presented 

by dynamic datasets showed that the fixing rate of NL 

ambiguity for each satellite increased obviously. After-

wards, positioning accuracy was compared between the 

classical KF, the FBC methods and the ADBI method. 

�e results show that the positioning accuracy of the tra-

ditional KFs within dm-level, as well as the ambiguity fix-

ing rate was less than 80%. Even though the FBC method 

improved positioning accuracy, it was still severely 

affected by the incorrectly ambiguity-fixed solutions. In 

contrast, the ADBI method makes significant contribu-

tions to the performance of AR, so the ambiguity fixing 

rate was close to 100% and the wrongly ambiguity fixing 

rate reduced to less than 0.1% both in airborne and vehic-

ular experiments. �e proposed method produced hori-

zontal accuracy of 3 cm and 6 cm in the vertical direction.

�e performance of the ADBI method is still affected 

by the performance of AR in one-way KFs. Typically, if 

neither the forward results nor the backward results 

have correct fixed ambiguity solutions in at least one 

segment, ambiguity integration cannot work. But, with 

the development of GNSS, multi-systems and multi-

frequencies observables could contribute to improv-

ing AR. �en more reliable ambiguity-fixed resolutions 

could be applied in ADBI. Moreover, in recent years, AR 

techniques in Precise Point Positioning (PPP) relying 

on only a single station have been developed, and there 

is no doubt that the ADBI method is also can be imple-

mented for PPP results. On the other hand, in a complex 

environment with low-quality observables, the perfor-

mance of the ADBI algorithm is expected to be improved 

when more sensors such as inertial navigation come into 

consideration.
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