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Abstract: A mixture model approach is developed that simultaneously estimates 
the posterior membership probabilities of observations to a number of unobserv- 
able groups or latent classes, and the parameters of a generalized linear model 
which relates the observations, distributed according to some member of the 
exponential family, to a set of specified covariates within each Class. We demon- 
strate how this approach handles many of the existing latent class regression pro- 
cedures as special cases, as well as a host of other parametric specifications in the 
exponential family heretofore not mentioned in the latent class literature. As such 
we generalize the McCullagh and Nelder approach to a latent class framework. 
The parameters are estimated using maximum likelihood, and an EM algorithm for 
estimation is provided. A Monte Carlo study of the performance of the algorithm 
for several distributions is provided, and the model is illustrated in two empirical 
applications. 

Keywords: Mixture models; Generalized linear models; EM algorithm; Maximum 
likelihood estimation. 

1. Introduction 

Finite mixture  models  have been extensively developed in the statistics 

and classification literature. The deve lopment  of  these models  dates back  to 

the work  of  N e w c o m b  (1886) and Pearson (1894). In such finite mixture  

models ,  it is assumed that a sample  of  observat ions arises f rom a specified 
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number of the underlying populations of unknown proportions. A specific 
form of the density of the observations in each of the underlying populations 
is specified, and the purpose of the finite mixture approach is to decompose 
the sample into its mixture components. Specific forms of densities which 
have been extensively used include the normal (e.g., Hasselblad 1966; Day 
1969; Wolfe 1970), exponential (Thomas 1966; Teicher 1961) and bernouili 
densities (the latter models are typically known as latent structure models, 
e.g., Lazarsfeld and Henry 1968; Goodman 1974). 

Initially, the parameters of finite mixtures have been estimated using 
the method of moments (cf. Pearson 1894; Charlier and Wicksell 1924; 
Quandt and Ramsey 1978), but attention later focused on graphical tech- 
niques for the detection of (univariate) mixtures (e.g., Harding 1948; Cassie 
1954; Bhattacharya 1967; Fowlkes 1979). Hasselblad (1966, 1969) was 
among the first to use maximum likelihood estimation for mixtures of two or 
more distributions from the exponential family. As maximum likelihood has 
been shown to be superior to the method of moments for the estimation of 
finite mixtures (cf. Fryer and Robertson 1972), the likelihood approach for 
finite normal mixtures has recently become increasingly popular (e.g., Wolfe 
1970; Day 1969; Symons 1981; McLachlan 1982; Basford and McLachlan 
1985). 

The likelihood of finite mixtures can be maximized basically in two 
ways: by using standard optimization routines such as the Newton-Raphson 
method (McHugh 1956, 1958), or by using the Expectation-Maximization 
(EM) algorithm (Dempster, Laird and Lubin 1977). The Newton-Raphson 
method requires relatively few iterations to converge, and provides the 
asymptotic variances of the parameter estimates as a by-product, but conver- 
gence is not ensured (Atkinson 1989; McLachlan and Basford 1988). In the 
Em algorithm, iterations are computationally attractive, the algorithm can 
usually be programmed easily, convergence is ensured, but the algorithm 
requires many iterations, and may converge to local optima (Titterington, 
Smith and Makov 1985; McLachlan and Basford 1988). It is as yet unclear 
which of the two methods is to be preferred in general (cf. Everitt 1984; 
McLachlan and Basford 1988; Mooijaart and van der Heijden 1992), but the 
EM algorithm has apparently been the most popular (Titterington 1990). 

While most of the mixture likelihood approaches (beginning with 
Newcomb 1886, and later Hasselblad 1966, 1969, and Wolfe 1970) have used 
iterative schemes corresponding to particular instances of the EM algorithm, 
the formal applicability of this EM algorithm with its attractive convergence 
properties of the likelihood solution to finite mixture problems was recog- 
nized only after the developments of Dempster, Laird and Rubin (1977), 
which were later supplemented by Boyles (1983) and Wu (1983). (See also 
Redner and Walker 1984; Titterington 1990.) The literature on mixture 
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models is quite extensive, and for a complete review, we refer to the books on 
finite mixtures by Everitt and Hand (1981), Titterington, Smith and Makov 
(1985), McLachlan and Basford (1988), and Langeheine and Rost (1988). 

The likelihood approach to fitting normal mixtures has been used by a 
large number of authors (see Titterington, Smith and Makov 1985, for a 
review). Whereas in these "unconditional" approaches for finite mixtures of 
normal distributions the mean and variance of the underlying densities are 
estimated, "conditional" mixture models allow for the simultaneous proba- 
bilistic classification of observations and the estimation of regression models 
relating covariates to the expectations of the dependent variable within latent 
classes. DeSarbo and Cron (1988) propose a "conditional" mixture model 
which enables the estimation of separate regression functions (and 
corresponding object memberships) in a number of classes using maximum 
likelihood. The model specifies a finite mixture of univariate normal densi- 
ties in which the expectations of these densities are specified as linear func- 
tions of a set of explanatory variables. As such, the model generalizes the 
Quandt (1972), Hosmer (1974), and Quandt and Ramsey (1978) stochastic 
switching regression models to more than two classes, and uses maximum 
likelihood rather than method of moments estimators. DeSarbo and Cron 
(1988) use an EM algorithm to estimate their conditional mixture model. A 
large number of mixture regression models has now been developed (see 
Wedel and DeSarbo 1994, for a review). Lwin and Martin (1989), De Soete 
and DeSarbo (1991) and Wedel and DeSarbo (1993) developed conditional 
mixture binomial probit and logit regression models. Conditional mixture 
multinomial logit and probit regression models were developed by respec- 
tively Kamakura and Russell (1989) and Kamakura (1991). Wedel, DeSarbo, 
Bult and Ramaswamy (1993) proposed a univariate poisson mixture regres- 
sion model. DeSarbo, Ramaswamy, Reibstein and Robinson (1993), 
DeSarbo, Wedel, Vriens and Ramaswamy (1992) and Jones and McLachlan 
(1992) developed conditional multivariate normal regression mixtures. 

Whereas the application of the above regression or "conditional" mix- 
ture models has been predominantly in business research, their potential for 
substantive applications exist in virtually all the physical and social sciences. 
A large number of distributions from the exponential family have been used 
to describe the random variation of observations in these sciences, and the 
applications of generalized linear models, which include as special cases 
linear regression, logit and probit models, loglinear and multinomial models, 
inverse polynomial models, and some models used for survival data, have 
been enormous (cf. McCullagh and Nelder 1989). The historical develop- 
ment of generalized linear models can be traced to the pioneering work of 
Gauss, Legendre and Fisher (cf. Stigler 1986), but the term "generalized 
linear model" was coined by Nelder and Wedderburn (1972) who 
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demonstrated that the technique of iterative weighted least-squares can be 

used to obtain maximum likelihood estimates of the parameters of linear 

models with observations distributed according to some member of the 

exponential family. A special case of this procedure, known as the scoring 

method, was first introduced by Fisher (1935) in the context of Probit 
analysis. Developments in the estimation of linear exponential family models 

have been published by Dempster (1971), Berk (1972), Haberman (1977), 

Green (1984), and Jorgensen (1984). A comprehensive review of theory and 

application of generalized linear models is provided by McCullagh and 

Nelder (1989). 

As mentioned, there are many applications of generalized linear models 
that may arise in the physical and social sciences. A number of such applica- 

tions are listed in the book by McCullagh and Nelder (1989). However the 

estimation of a single set of regression coefficients across all observations 

may be inadequate and potentially misleading if the observations arise from a 

number of unknown groups in which the coefficients differ. It is in these 

applications that the application of the conditional finite mixture approaches 

may prove to be of great use. (Note that if group membership is known the 
group membership variable can be included in the model and there is no need 

to employ a mixture approach.) In this paper, we will propose a generalized 

linear regression latent class or mixture model, which contains the previously 

proposed conditional mixtures as special cases, as well as a host of other 
parametric specifications heretofore not dealt with in the literature. Thus, we 

propose a methodology which generalizes the McCullagh and Nelder (1989) 

work to a latent class framework. In the following sections, we will describe 

this mixture likelihood approach for generalized linear models, as well as a 

general method for its estimation based on an EM algorithm. The approach 

allows for the simultaneous estimation of a probabilistic classification of 

observations and the generalized linear model to explain the observations 

from a set of covariates in each class. The model is described in Section 2, 

and the EM algorithm in Section 3. Section 4 provides a Monte Carlo study 
investigating the performance of the algorithm for various distributions. In 

Sections 5 and 6 illustrative applications are provided, and Section 7 contains 

conclusions and suggestions for future research. 

2. The Model 

Assume that the multivariate random variables yj = (Yjk), J = 1 . . . . .  n, 
and k = 1 ..... K, arise from a superpopulation which is a mixture of a finite 
number (/) of populations in proportions rq . . . . .  nt, where it is not known in 
advance from which class a particular vector of observations arises. The pro- 

babilities rc i obey the following constraints: 
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I 

)-',~i = 1  , ~ i > 0  , i = l  . . . . .  I .  (1) 
i=1 

We assume that the conditional probability density function of Yjk 

given that Yjk comes from Class i, is one taking the general form: 

fjkli (Yjk I O(]k,~Li) = exp {(YjkOij k -b(Oi jk) ) /a(~ , i )  + c(Yjk,~,i)} , (2) 

for specific functions a(.), b(.) and c(.), where conditional upon Class i, the 

Yjk are independently distributed with canonical parameters Oijk and means 

~.l.ij k. The  parameter ~'i is called the dispersion parameter, and is assumed to 
be constant over observations in Class i, while a(Xi) > 0. If ~,i is known, then 

the distribution is a member of the exponential family with canonical parame- 

ter Oijk. The  distribution may or may not be a member of the exponential 

family if ~,i is unknown (cf. McCullagh and Nelder 1989). Table 1, adapted 

from McCullagh and Nelder (1989), presents several characteristics of some 

common univariate distributions in the exponential family that we shall use in 

developing this class of models. We specify a linear predictor rlijk, and a link 

function g(-) such that in Class i: 

rlijk = g(~t/jk), (3) 

where the linear predictor is produced by P covariates X l , . . .  ,Xp 

(Xp = (Xj~) ;p  = 1 . . . . .  P, and the parameter v e c t o r s  ~i = ([Jip) in Class i: 

P 

% = Z xjp 13ip. (4) 
p=! 

Thus, conditional upon Class i, a generalized linear model is formu- 

lated consisting of a specification of the distribution of the random variable, 

Yjk, a linear predictor, rlijk, and a function g(-), which links the random and 

systematic components (so called canonical links occur when Oij, = Tlijk, 
which are respectively the identity, log, logit, inverse and squared inverse 

functions for the Normal, Poisson, Binomial, Gamma and Inverse Gaussian 

distributions; see Table 1 from McCullagh and Nelder 1989). 

The unconditional probability density function of an observation vector 
yj can therefore be expressed in the finite mixture form (McLachlan and Bas- 
ford 1988): 
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1 K 

j~(yj  [(I)) = Z ff'i 1-Ifjkli (,Yjk I ~ i , ~ i )  , (5) 
i=1 k=l 

where 

The purpose of the analysis is to estimate the parameter vector ~.  To 
accomplish this, we formulate the likelihood for O: 

n 

L(tI);y) = I-I J~(Yj I (I)). (6) 
j= l  

An estimate of �9 can be obtained by maximizing the likelihood equa- 
tion (6) with respect to �9 subject to the restrictions in (1). It will be shown 
below that this problem can be solved using an EM-algorithm (Dempster, 
Laird and Rubin 1977). Once an estimate of �9 has been obtained, estimates 
of the posterior probability, o~ij, that observation j comes from latent Class i 
can be calculated for each observation vector yj, by means of Bayes' 

Theorem where this posterior probability is given by: 

K 

~i H fjk l i (Yjk I ~i,~i) 
k=l 

aiJ(YJ ' ( ~ ) :  I K 

Z ~i n f j k l i  (Yjk I ~i,~,i) 
i=1 k=l 

(7) 

The proposed approach is similar to ordinary mixture models, except 
for the specification of the within class generalized linear model. Note that 
these methods as well as several other published methods, including univari- 
ate normal regression mixtures (DeSarbo and Cron 1988), binomial probit and 
logit regression mixtures (De Soete and DeSarbo 1991, Wedel and DeSarbo 
1993), univariate poisson regression mixtures (Wedel et al. 1993), and latent 
class analysis (Goodman 1974) can be obtained as special cases of the pro- 
posed approach. 

3. Estimation 

3.1 The EM Algorithm 

To derive the EM algorithm, we introduce non-observed data, zij, indi- 
cating if observation j belongs to latent class i: zij = 1 i f j  comes from Class i, 
and zij = 0 otherwise. It is assumed that zij are i.i.d, multinomial: 
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1 

f(zj  t rr) = H (8) 
i=1 

where the vector zj = (zij . . . . .  zo)', and we will denote the matrix 
(zl . . . . .  zn)" by Z and the matrix (X1 . . . . .  Xp) by X. Further, it is assumed 
that the Yjk given zj are conditionally independent, and that Yjk given zj has 
the density: 

I 

f(Yjk I zj) = I 'I  fjkli (Yjk I ~i,~i) zq . (9) 
i=l 

With zij considered as missing data, the log-likelihood function for the 
complete data X and Z can be formed from equations (8) and (9) (Dempster, 
Laird and Rubin 1977): 

n K 1 n K I 

lnLc(~;Y,Z) = ~ ~ ~ zij ln fjkli(Yjk I ~i,~,i) + ~a E E Z~i ln~zi. 
j = l  k = l i = l  j = l k = l i = l  

(10) 

This complete log-likelihood is maximized using an iterative EM- 
algorithm. In the E-step the log-likelihood is replaced by its expectation, cal- 
culated on the basis of provisional estimates of ~.  In the M-step, the expecta- 
tion of In L c is maximized with respect to �9 to obtain new provisional esti- 
mates. The E- and M-steps are alternated until no further improvement in the 
likelihood function is possible. Dempster, Laird and Rubin (1977) prove that 
the EM-algorithm provides monotone increasing values of In Lc. Under mild 
conditions, In Lc is bounded from above, in this case by 0, and convergence to 
at least a local optimum can be established using a limiting sums argument 
and/or Jensen's inequality (cf. Titterington, Smith and Makov 1985). Boyles 
(1983) and Wu (1983) provide a discussion of the convergence properties of 
the EM algorithm. The estimation of our model using the EM algorithm is 
conceptually similar to the estimation of ordinary mixture models (e.g., 
Titterington, Smith and Makov 1985) except for the solution of the within- 
class likelihood functions in the M-step as will be detailed below. 

3.2 The E-step 

In the E-step the expectation of In Lc is calculated with respect to the 
conditional distribution of the non-observed data Z, given the observed data y 
and provisional estimates of ~ .  It can easily be seen that E(ln Lc(~;y,Z)) is 
obtained by replacing zij in equation (10) by their current expected values, 
E(zij I y,~). To obtain this expectation, we first calculate the conditional 
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distribution of y j, given Z, which is: 

I K 

f (yj  I Z ,~)  = 1-I ( 1-I fjkli(Yjk ] ~i,~'i)) zij" 
i=l k = l  

(11) 

Using Bayes' rule we can now derive the conditional distribution of z 0 
given yj from equations (11) and (8), which is in turn used to calculate the 
required conditional expectation: 

K 

7~i H fjk l i(Yjk I ~i, ~'i) 
k=l 

E(zij l y j ,~)  = / r ' (12) 

E 7Ci H fjk li(Yjk I~i,~'i) 
i=1 k = l  

which is easily seen to be identical to the posterior probability txij defined in 

equation (7). Estimates of the posterior probabilities, &/j are obtained by 
evaluating equation (12) at the current estimates of 13 and ~.. 

3.3 The M-step 

In order to maximize the expectation of In Lc with respect to ~ in this 
M-step, the non-observed data Z in (10) are replaced by their current expecta- 

tions &ij: 

I K n 1 K n 

E(lnLc(O;y,Z))  = ~_~ ~., ~., ~ij lnfjkli(Yjkl ~i,~'i) + ~-, E E ~ij I N K / .  ( 1 3 )  

i=1 k=l j=l i=lk=lj=l 

As the cross-derivatives of the two terms on the right are zero, they 
may be maximized separately. The maximum of (13) with respect to ~, sub- 
ject to the constraints in equation (1), is obtained by maximizing the aug- 
mented function: 

1 K n 1 

E ~a E ()~ij In ni - Ix(• ~ i  --  1), 
i=1 k = l  j = l  i=1 

(14) 

where Ix is a Lagrangian multiplier. Setting the derivative of (14) with respect 
to ni equal to zero and solving for ni yields: 

n 

~i "- E &ij/n.  ( 1 5 )  

j = l  
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Maximizing (13) with respect to [3 and ~, is equivalent to independently 
maximizing each of the I expressions: 

n K 

L~ = ~, ~, ~ij ln fjkli(Yjk l ~i,~,i). (16) 
j = l  k=l 

The maximization of L~ is equivalent to the maximization problem of 
the generalized linear model for the complete data, except that each observa- 
tion (Yjk) contributes to the log-likelihood for each Class i with a known 
weight ~ij, which is obtained in the preceding E-step (cf. Dempster, Laird and 
Rubin 1977). The stationary equations are obtained by equating the first 
order partial derivatives of equation (16) to zero: 

~gL~ ~ r igln fjk,i(Yjk I f3i,~i) 
~ip  -- ~a E ~ij ~ ~ip = O. (17) 

j=l k=l 

Using equations (3) and (4) and the chain rule yields: 

OL~ _ ~,n ~,r ~ij Olnfjkli(Yjk I Oijk'~'i) dOijk d~ijk dl"lijk (18) 

O~iP j = l  k=l OOijk dktijk dTlijk d~ip 

McCullagh and Nelder (1989) show that: 

db (Oqk) dlXqk d2 b(Oqk) ~rlqk 

dOijk = ~tijk ' dOijk = dO2"k = Vijk ' O~ip = Xjkp , 

where Vii k is the  v a r i a n c e  function ofJ)k li(Yjk I Oijk,~,i). Therefore: 

~lnfjkli(Yik I ~i'~'i) = rijk d'flijk (Yik--lXijk)Xjk~ , (19) 

O ~ip a(~,i) dktijk 

where 

rij k [ dl]ijk J vij k , (20) 

Substituting (19) in (18), and assuming a(~,i)= ~,l (McCullagh and Nelder 
1989) yields: 

K 
OL* _ ~ • ~tij rijk(YJ k _ ~ijk) Xjkp dTlijk --- 0 .  (21) 

~ip j =1 k=l d~l'ijk 

It can be easily seen that equation (21) is the ordinary stationary equa- 
tion of the generalized linear model fitted across all observations, where 
observation j contributes to the estimating equations with fixed weight ()~ij" 
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Therefore, for each Class i, L7 can be maximized by the iterative reweighted 
least-squares procedure proposed by Nelder and Wedderbum (1972) for ML 
estimation of generalized linear models, with each observation Yjk weighted 
additionally with &ij. Given provisional estimates of [Sip, this procedure 
involves forming an adjusted dependent variable for each Class i: 

~tijk = ~ i j k  + (Yjk  - ~tijk) d~qqk (22) 
d].l, ijk ' 

where rlijk is the current estimate of the linear predictor (4) and ~tij k is the 
corresponding fitted value derived from the link function (3). The derivative 
of the link function in (22) is evaluated at the current estimate of P-ijk. The 
adjusted dependent variable ~tij k is regressed on Xi~(p  = 1 . . . . .  P), with 
weight ~vij k for each Class i, to obtain new estimates of f3ip, where: 

^ [d~ijk ]2 w-~l~ij. (23) 
wij  = [ dn;:k J 

The derivative of l.tij k in equation (23) is evaluated at the current esti- 
mate of rlijk. On the basis of these revised estimates of f3ip, new estimates of 
rl0g and ~ijk are calculated. These values are input for a new weighted 
regression with the dependent variable calculated according to equation (22), 
and weights calculated according to equation (23). This procedure is 
repeated until changes in the log-likelihood (16) are sufficiently small. 

Estimates of ~,i are obtained by setting the derivative of (16) with 
respect to ~.i equal to zero and solving for ~.i: 

K [ YikOijk -- b(Oijk) da(~,i) dc(Yik,~,i) n& 

2., ~ &/J [ a(~,i) 2 d~,----7- + = 0. (24) 
j=l k=l d~'i 

The iterative weighted least-squares procedure maximizes the likeli- 
hood equation (16) according to Fishers scoring method, and is equivalent to 
a Newton-Raphson procedure for canonical link functions (McCullagh and 
Nelder 1989). 

3.4 Standard Errors of the Estimates 

Under typical regularity conditions, the estimators of ~i, being ML esti- 
mators, are asymptotically normal (cf. Cramrr 1946; Redner and Walker 
1984; DeSarbo and Cron 1988). The asymptotic covariance matrix of the 
estimates of 13 i, conditional upon Class i can be calculated from the inverse of 
the observed Fisher information matrix (e.g., McLachlan and Basford 1988; 
Louis 1982): 
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I(O) = XVCiX" a(~i)  -1 , (25) 

where ~/i is a (n • n) diagonal matrix containing the weights ~ijk, defined in 
equation (23). 

3.5 ldent i f iab i l i ty  

Throughout the development of the algorithm above it was assumed 
that �9 is identifiable. Note that the above approach for mixture models is 
conceptually similar to unconditional mixture models (cf. McLachlan and 
Basford 1988; Titterington, Smith and Makov 1985), but now the population 
mean gijk is modeled as a function of a set of covariates. Titterington, Smith 
and Makov (1985) provide an extensive overview of the identifiability of 
unconditional mixtures with specific component densities, including a survey 
of the literature. Here, many mixtures involving members of the exponential 
family including the univariate Normal, Poisson, Exponential and Gamma 
distributions are identifiable (see Titterington, Smith and Makov 1985). The 
lack of identifiability due to invariance of the likelihood under interchanging 
of the labels of the latent classes (Aitkin and Rubin 1985) is of no concern 
here, and we follow the solution of McLachlan and Basford (1988) in report- 
ing results for only one of the possible arrangements of the classes. 

3.6  T h e  A l g o r i t h m  

Summarizing the proposed EM algorithm for fitting latent class gen- 
eralized linear models consists of the following steps: 

1. At the first step of the iteration, s = 0, initialize the procedure by 
fixing the number of Classes, I, and generating a starting partition 
,, (0) . . . 
O~/j. A random starting partmon can be obtained, or a rational start 
can be used (e.g., using K-means cluster analysis). 

,, (s) 
2. Given o~ij, M.U estimates of [3 i are obtained from the iterative 

reweighted least-squares regression procedure, using the adjusted 
dependent variable and weight function defined in equations (22) and 
(23) respectively. Starting values for this procedure are discussed by 
Nelder and Wedderburn (1972), where the link function is applied to 
the data themselves as an initial estimate of the linear predictor. Esti- 
mates of the dispersion parameters ~i are obtained from (24), esti- 
mates of the mixing proportions ~i from (15). This step constitutes 
the M-step of the algorithm. 
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3. Convergence test: stop if I lnL(~(s+l) l y ) - lnL(~(S) ly )  I is 

sufficiently small. 
, ,  ( s + l )  

4. Calculate new estimates of the posterior membership, s 0 , accord- 
ing to equation (7). This step constitutes the E-step of the algorithm. 

5. Repeat steps 2 to 4. 

3.7 Limitations of the Algorithm 

A potential problem associated with the application of the EM algo- 
rithm to mixture problems is its convergence to local maxima. This problem 
is caused by the sensitivity of the algorithm to the (random) starting values 
used, and is well documented (McLachlan and Basford 1988, p. 16; Tittering- 
ton, Smith and Makov 1985, p. 84). The convergence to local optima seems 
to be exacerbated when the component densities are not well separated, when 
the number of parameters estimated is large, and when the information 
embedded in each observation is limited, leading to a relatively weak poste- 
rior update in the E-step. Solutions that have been suggested to overcome 
this problem are having the algorithm started from a wide range of (random) 
starting values, by having the algorithm started from a larger number of 
classes working down to a smaller number, or using some clustering pro- 
cedure such as K-means, applied to the dependent variable to obtain an initial 
partition of the data (e.g., McLachlan and Basford 1988; Banfield and Bassil 
1977). Another problem associated with the EM algorithm is its slow rate of 
convergence (Titterington, Smith and Makov 1985, p. 88). Several pro- 
cedures have been proposed to improve the rate of convergence (e.g., Peters 
and Walker 1978; Louis 1982; Meilijson 1989; Jones and McLachlan 1992). 

3.8 Identification of the Number of Classes 

When applying the above models to real data, the actual number of 
classes, I, is unknown and has to be inferred from the data. The problem of 
identifying the number of clusters is, as yet, an inference problem in mixture 
models with the least satisfactory statistical treatment (Titterington 1990). 
Suppose we wish to test the null-hypothesis (Ho) of I classes against the 
alternative hypothesis (H 1) of I + 1 classes. Unfortunately, the standard gen- 
eralized likelihood ratio statistic for this test is not asymptotically distributed 
as chi-square since H0 corresponds to a boundary of the parameter space for 
H1, so that under H0, the generalized likelihood ration test statistic is not 
(asymptotically) a full rank quadratic form (Aitkin and Rubin 1985; Gosh and 
Sen 1985; Li and Sedransk 1988; Titterington 1990). Other procedures for 
determining the number of classes that have been proposed include the tests 
proposed by Davies (1977) which are applicable to some mixtures and based 
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on score statistics, and the Monte Carlo test procedure (Hope 1968) applied 

to mixture problems by Aitkin, Anderson and Hinde (1981), McLachlan 

(1987), and De Soete and DeSarbo (1991) which involves comparing the 

likelihood ratio statistic from the real data with a distribution of that statistic 

obtained from a number of datasets generated conform H0. Both of these pro- 

cedures, however, are computationally cumbersome (cf. Titterington 1990). 

See McLachlan and Basford (1988, p. 21-29) for a recent overview of the 

literature on the determination of the number of components in mixtures. 

Sclove (1987) and Bozdogan and Sclove (1984) proposed the use of 

Akaike's Information criterion (AIC; Akaike 1974) to determine the number 

of such Classes. AIC is defined in the context of our model as: 

AIC = - 2 1 n L  + 2(P-1 + I -  1). (26) 

The major problem with the use of this criterion is that it relies on the 

same asymptotic properties as the likelihood ratio test (Sclove 1987; Titter- 

ington, Smith and Makov 1985). Bozdogan's (1987) consistent AIC (CAIC) 

imposes an additional sample size penalty on the log-likelihood. This statis- 

tic is more conservative than the AIC statistic and therefore tends to favor 

more parsimonious models, l The CAIC statistic is defined as: 

CAIC = - 2 In L + (P �9 I + I - 1)(In (n) + 1). (27) 

Our approach to determine the appropriate number of Classes involves 

the use of the CAIC criterion as a heuristic, where that value of I is chosen 

that minimizes that statistic. As the CAIC statistic is burdened with the same 

problems as the likelihood ratio test and the AIC statistic, CAIC will be used 
only as a guide to the possible number of underlying groups. 

4. Monte Carlo Study of Algorithm Performance 

4.1 Design of the Study 

In order to assess the performance of the proposed algorithm a Monte 

Carlo study was performed. In this study, synthetic datasets were generated 

according to the following six factors: 

1. A related statistic is the Schwartz (1978) Bayesian Information Criterion (BIC): 
BIC = In L - (P �9 I + I - 1) In (n). 
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1. Distribution of the dependent variable: Normal, Poisson, Binomial or 

Gamma 

2. Number of segments: I = 2 o r  I = 4 

3. Number of x-variables: P = 2 or P = 5 

4. Number of replicated measures: K = 1 or K = 5 
5. Cluster separation: low or high 

6. Starting values: random or K-means 

The above six factors are expected to affect the performance of the pro- 

posed algorithm. The factors and their levels were chosen to reflect a varia- 

tion in conditions representative of practical applications. In the construction 

of  the synthetic data, the linear predictor was calculated for 500 hypothetical 

subjects according to equation (4). The x-variates were generated form a uni- 

form distribution in the interval (0,10), and the coefficients were generated in 

the interval (-2,2). The (absolute) difference of the coefficients between suc- 

cessive segments was 0.2 in the low cluster separation condition, and 0.4 in 

the high cluster separation condition. The expected values for each of the 

distributions were generated by applying the canonical link function to the 

linear predictor, i.e., using the identity link for the normal distribution, the 

log-link for the Poisson distribution, the logit-link for the Binomial distribu- 

tion, and the inverse-link for the Gamma distribution. Random variates were 

then generated for each distribution using the procedures described by Rubin- 

stein (1981); algorithm IT-1 was used for the Normal distribution (p. 41) G-1 
for the Gamma distribution (p. 71), algorithm IT-2 for the Binomial distribu- 

tion (p. 96), and the algorithm provided for the Poisson distribution was used 

(p. 103). The number of trials was set to 25 for the Binomial distribution. For 

the Normal distribution the parameter c~ 2 was set to 0.4 and 0.8 for i = 1,2 in 

the two-cluster condition and to 0.2 (0.2) 0.8 for 1 = 1 . . . .  ,4 in the four- 

cluster condition. For the Gamma distribution the parameter vi was set to 10 

and 14 for i - 1 , 2  in the two-cluster condition and to 10 (2) 16 for 

i = 1 . . . .  ,4 in the four-cluster condition. Each dataset was analyzed using 
two different sets of random starting values, generated form a uniform distri- 

bution in the interval (0,1) and scaled to satisfy the sum constraint in (1), and 
one from a partition obtained from a K-means clustering of the dependent 

variable, yielding 0/1 initial values. 
The design used in the study was a 4 x 3 • 24 full factorial design, 

which resulted in 192 observations. This design enables the investigation of 
all main effects and first and higher order interactions. The design has 99% 
power to detect effects that account for about 14% of the total variance at 
p < 0.01, and 70% power to detect effects that account for about 6% of the 
total variance (Cohen 1988, pp. 290, 294). The following four measures of 
algorithm performance were calculated, assessing computational effort, 
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goodness of fit, and parameter recovery: 

1. ITER: the number of (major) iterations required for convergence, 

2. R 2 = 1 - (L(t~ o I y ) / L ( ~  l y)) ~n, 

3. RMS(~):  ~ ~ ( ~ i p - ~ i p ) 2 / P ' I  , 
i=1 p = l  

4. RMS(~) = _ ( r e  i - ~i) 2 / I  
i = l  

These statistics 3 and 4 are calculated after appropriate permutation of 

the recovered classes ( L(~0 I y) denotes the likelihood of the model includ- 

ing the intercept only). 

4.2 Results 

The 192 observations for each dependent measure were analyzed using 

Analysis of Variance. In the ANOVA, the F-tests for all main effects and 

two-factor interactions were significant at p < 0.01 for the four dependent 

measures, while the F-tests for all three-factor interactions were not 
significant. The major part of the significant two-factor interactions pertained 

to interactions of the type of distribution with one of the other factors. There- 

fore, Table 2 shows the means of the four dependent measures according to 

type of distribution and each of the five other factors. Other relevant and 

significant (p < 0.01) interactions will be mentioned in the text. 

From Table 2 it appears that the number of iterations required was 

highest for the Gamma and for the Normal distributions. Increasing the 
number of replications per subject decreases computational effort. Increasing 

the number of segments increases the number of iterations required. These 
effects differ somewhat by type of distribution, as shown in Table 2. Less 
well separated clusters and a smaller number of x-variables increases the 

number of iterations required, but only for the Normal and the Gamma distri- 
butions. (The effect of the number of x-variates may be explained by the fact 
that increasing the number of x-variates increases cluster separation as well). 
The type of start used had no effect on computational effort. 

The R 2 measure showed some differences between the types of distri- 
bution, but was not affected by number of replications or the type of start 
used. R 2 increased for increasing numbers of x-variates and increasing 
numbers of segments for all distributions. A higher cluster separation like- 
wise resulted in a higher R 2 for the Normal, Binomial and Poisson distribu- 

tions. 
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The RMS (~) was low for the Normal, Binomial and Poisson, but 

higher for the Gamma distribution. (The effect that the Gamma model per- 

forms less well may be explained from the fact that the variance of the obser- 

vations increases quadratically with mean, due to which some of the classes 

have high variance.) For the Gamma distribution, recovery of the coefficients 

significantly improves for a larger number of replications, for the Binomial 

and Poisson distributions this effect is also present but not significant. A 
larger number of x-variates or a larger number of segments results in a 

decrease in the accuracy of parameter recovery. These effects are most pro- 

nounced for the Gamma distribution. For the Binomial and Poisson distribu- 

tions increasing cluster separation decreases parameter recovery. (This may 

be explained from the fact that increasing cluster separation increases the 

variance in some of the segments.) The effects of cluster separation and 

number of x-variables are larger at higher numbers of segments. Type of start 

has no effect on parameter recovery. 

The RMS (~) was lowest for the Normal and Binomial distributions. 

Whereas the effects of the number of x-variates and of cluster separation are 

relatively small, increasing the number of segments decreases recovery of the 

prior probabilities, especially for the Binomial and Gamma distributions. 
Type of start and number of replications have no significant effects. 

In general, computational performance of our procedure decreases with 

the number of parameters estimated (number of x-variables, number of seg- 

ments) decreases with decreasing numbers of replications per subject and 

decreases when clusters are less well separated. Parameter recovery is nega- 

tively affected by the number of parameters estimated and by the separation 

of clusters relative to the within cluster variance (note that for the Binomial, 

Poisson and Gamma distributions within cluster variance increases for a 
number of clusters when cluster separation increases). A lower number of 

repeated measures per subject also negatively affects the parameter recovery, 
possibly due to a weak posterior update in the E-step. Deterioration of the 

performance of the algorithm under conditions in which many parameters are 

to be estimated and clusters are not well separated may largely be due to con- 
vergence to local optima. The type of local optimum observed most in our 
study was a solution in which classes occurred more than once. Such solu- 

tions are of course easily recognizable in practical applications. Local 
optima of this type occurred in 6% of the analyses for the Normal distribu- 
tion, 10% for the Binomial distribution, 25% for the Poisson distribution, and 

31% for the Gamma distribution. They also occurred more frequently for 5 
than for 2 x-variables (27% versus 9%) and for 4 as compared to 2 segments 
(33% versus 3%). This underlies the necessity of using several random starts 
in applications to identify locally optimum solutions under such conditions. 
The use of a rational start using the K-means procedure did not improve 
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algorithm performance. 

5. Application I: Coupon Usage 

5.1 Study Design 

Coupons provide consumers a reduced price on the next purchase of a 
specific brand of such things as grocery products, food products, laundry and 
cleaning services, and restaurant meals. Coupons are distributed in newspa- 
pers, magazines, by mail, in stores, or on packages. Price discounts in coupon 
form are reported to produce significantly larger increases in sales than 
equivalent promotional reductions in price (Cotton and Babb 1978). In the 
last decade, coupons have become an important promotional tool in market- 
ing, and their use has grown by more than 500% (Narasimhan 1984); in 1986, 
a total of 190 billion coupons were distributed in the US (Vilcassim and Wit- 
tink 1987). Accordingly, managerial interest in the identification of the 
characteristics of consumers that respond to coupon offers has increased. 
Shimp and Kavas (1984) noted that although research that demonstrated the 
effects of coupons on sales had been abundant (cf. Nielsen 1965; Ward and 
Davis 1978; Dodson, Tybout, and Sternthal 1978; Bawa and Shoemaker 
1989), little research had addressed the issue of consumers' response to 
coupons in attempts to understand couponing behavior itself. 

Much of the research on couponing behavior to date has focused on the 
description of coupon users or coupon-prone consumers with demographic 
characteristics. (Lichtenstein, Netemeyer, and Burton 1990.) Teel, Williams, 
and Bearden (1980) demonstrated that households who would try a new pro- 
duct with a coupon tended to be larger, younger, and to have higher incomes. 
A number of authors have developed models of consumer couponing 
behavior to predict how coupon usage should vary by demographic charac- 
teristics of households (Blattberg, Buesing, Peacock, and Sen 1978; 
Narasimhan 1984; Bawa and Shoemaker 1987). 

Recently, Lichtenstein, Netemeyer, and Burton (1990) argued that 
coupon responsive behavior is a manifestation of a number of latent psycho- 
logical determinants. In relation to these underlying psychological variables, 
segments of consumers may exist, such as coupon prone shoppers, value 
conscious shoppers (Lichtenstein, Netemeyer, and Burton 1990), 
involved/activist shoppers, or routinized/brand loyal shoppers (Bawa and 
Shoemaker 1987) which exhibit differences in the extent to which coupons 
are used. Theories of coupon redemption behavior predict these segments to 
exhibit different patterns of associations of coupon usage and household 
demographic variables. 
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In research on coupon usage to date, typically a single set of regression 
coefficients is estimated for the entire sample (Bawa and Shoemaker 1987, 
1989; Narasimhan 1984; Lichtenstein, Netemeyer, and Burton 1990). A 
problem of this approach is that multiple regression neglects the integer pro- 
perties of the dependent variable (the number of coupons redeemed). Further, 
this approach may be potentially misleading if the sample consists of a 
number of unknown segments, as hypothesized above, in which the associa- 
tion of household characteristics with the coupon redemption rate differs. 
This circumstance requires disaggregation of the sample into groups. We will 
use the generalized linear model mixture likelihood approach developed in 
this paper to simultaneously identify such unobserved segments and estimate 
the associations of household demographic variables with coupon redemption 
in each of these segments. The data of our study pertain to household pur- 
chases of yogurt which were derived from a static sample of 2484 households 
who took part in a scanner panel over a 104 weeks period in Sioux Falls, 
South Dakota, USA, and who purchased yogurt in this period. These data 
were collected as follows. Panel members were given a card that was to be 
presented at the checkout counter of supermarkets. Code numbers on the 
card allowed information on the entire set of products purchased to be 
recorded for each individual on each purchase occasion by the store's elec- 
tronic bar code reader. Information on the characteristics of the brands pur- 
chased, shelf-prices, amounts bought, coupons redeemed, purchase date, etc. 
were registered. Further, information on demographic characteristics, such as 
household size, income, and education, was collected for each of the house- 

holds. 
The dataset used for the analyses contains (amongst others) the follow- 

ing variables (average values are given in parenthesis): the dependent vari- 
able was the total number of coupons redeemed in the 104 weeks period: 
CPN (1.168); the total volume (in ounces • 100) of yogurt bought: TOTVOL 
(2.876); the average price (in dollars) paid per ounce: PRICEOZ (6.478); 
home ownership (1 = owned, 0 = rented): HOMEOWN (0.835); income (in 
1000 dollars) per month: INCOME (2.444); the average number of hours the 
female head of the household works each week: FHAVHRS (24.50); the 
average number of hours the male head of the household works each week: 
MHAVHRS (30.18); the size of the household: HHSIZE (2.994); education 
level (1 = high school not completed, 0 = high school completed) of the 
female head of the household: FHEDUCN (0.322). These variables were 
included in our analysis given the literature on coupon redemption reviewed 
above, where they had been hypothesized to affect coupon usage behavior. 
The total volume purchased (TOTVOL) is hypothesized to have a positive 
association with coupon usage, as heavy users of yogurt are more often in the 
market and take more advantage of coupons (Narasimhan 1984; Bawa and 
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Shoemaker 1989). Price (PRICEOZ) should also have a positive association 
with couponing, as higher priced brands offer higher savings per unit through 
coupons (Narasimhan 1984). Since homeowners have lower storage costs, 
home ownership (HOMEOWN) is hypothesized to result in higher coupon 
redemption (Blattberg et al. 1978; Bawa and Shoemaker 1989). INCOME 
should have a negative association with couponing, as higher incomes tends 
to decrease leisure time (Narasirnhan 1984; Bawa and Shoemaker 1987), 
while economic theory suggests that lower income households may be more 
price sensitive (cf. Blattberg et al. 1978; Bawa and Shoemaker 1989). Aver- 
age working hours of female and male household heads (FHAVHRS respec- 
tively MHAVHRS) are hypothesized to be negatively associated with coupon 
usage, as time spent working negatively affects the time available for han- 
dling coupons (Blattberg et al. 1978; Narasimhan 1984; Bawa and Shoemaker 
1987). The effect of household size (HHSIZE) is not equivocal. Larger fami- 
lies are likely to have a larger set of acceptable brands, and therefore lower 
substitution costs, which may result in higher coupon usage (Bawa and 
Shoemaker 1987, 1989). However, larger households may also have less time 
available for handling coupons, which would result in a lower coupon usage 
rate (Bawa and Shoemaker 1987). Education of the female head 
(FHEDUCN) is likely to positively affect couponing, as higher educated more 
often display variety seeking behavior which result in lower substitution costs 
and therefore higher coupon usage (Bawa and Shoemaker 1987), while a 
higher educational level will also be associated with a higher efficiency of 
housewives in organizing their time, and higher coupon usage consequently 
(Narasimhan 1984). 

5.2 Aggregate I = 1 Poisson regression Results 

As the variable to explained consists of counts of the number of 
coupons used per household in the 104 weeks period, we use the Poisson mix- 
ture regression model. This model arises as a special case of the general mix- 
ture model described above. For the Poisson mixture, equation (2) amounts 
to :  

f jk [i(Yik [ ~ijk) = exp {Yjk~ijk -- exp (~ijk) -log (Yjk !)} , ( 2 8 )  

while the link-function g(.) = log (.) (cf. Table 1), and K = 1. The parameters 
of the model are estimated using the EM algorithm described above, with the 
adjusted dependent variable and the weight function to be evaluated in the 
M-step of the algorithm equal to: 

~tijk = ~ijk -I" (Yjk -- ~[ijk) / ~tijk , Wijk = ~ij / ~tijk " (29) 
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Table 3: 
Coupon Usage I = 1 Aggregate Poisson Mixture Regression Parameter Estimates 

INTERCEPT -1.1620" 

TOTVOL 0.0473"" 

PRICEOZ 0.1335" 

HOMEOWN 0.4619"" 

INCOME -0.0696" 

FHAVHRS -0.0021 

MHAVI-IRS -0.0024" 

HHSIZE 0.0500 �9 

F H E D U C N  -0.1069 

' denotes p <- 0.05 

"" denotes p _< 0.01 

Table 4: 
Coupon Usage I = 4 Poisson Mixture Regression Parameter Esdmates 

i = l  i = 2  i = ~  i = 4  

INTERCEPT 0.2500 -1.1280"" -4.2930" -2.5230"" 

TOTVOL 0.0853" 0.196T' 0.1587"" 0.1418"" 

PPaCEOZ 0.1611" 0.2440" 0.1778"" 0.2241"" 

HOMEOWN -0.3410 0.5925" 23900" -2.0660" 

INCOME .0.1081 -0.0837" -0.0703" .0.2434"' 

FHAVHRS .0.0766" 0.0010 0.OO46 0.0O79 

MHAVHRS .0.O776"" -0.OO24 0.0030 0.0016 

HHSIZE 0.6325" -0.0443 -0.0194 0.3493"" 

FHEDUCN -3.3020" 0.0610 -0.O480 -02.550 

~-, 0.187 0.148 0.421 0.243 

�9 d e n o t e s  p < 0.05 

" d e n o t e s  p ~ 0.01 
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The effects of the household characteristics on coupon redemption were 

estimated treating all 2484 household as one group (i.e., I = 1). The results of 
the analysis are provided in Table 3. The model has a log-likelihood value of 

-3079.7, and an R 2 of 0.162. Table 2 shows significant effects of TOTVOL, 

PRICEOZ, HOMEOWN, MHAVHRS, HHSIZE, which are in the 
hypothesized directions. FHAVHRS has a negative effect which, although 

not significant, is in the hypothesized direction and of the same order of mag- 

nitude as the effect of MHAVHRS. 

5.3 Poisson mixture regression Results 

The issue remains whether all subjects exhibit the same association of 

household characteristics with coupon usage or whether segments of subjects 

exist that exhibit different associations. The purpose of the subsequent 

analysis is potentially to identify such segments of households that exhibit 

different associations of coupon usage with demographic variables, indicating 

a potentially different psychological bases for coupon usage. To address this 

research issue, the poisson mixture regression model was applied to the data 

for I = 2 to 5 classes. As the CAIC statistic reaches a minimum at I = 4, we 

select I = 4 as the appropriate number of classes. This solution has a log- 

likelihood of -1916.8 and a R 2 of 0.478. Table 4 presents the estimated 

coefficients for this 4-segment solution. 

In the first segment, consisting of 18.7% of the sample, TOTVOL, PRI- 

CEOZ, FHAVHRS, MHAVHRS, HHSIZE and FHEDUCN show a significant 

association with the number of coupons redeemed. Compared to the other 

three segments, the coefficients of both working hour variables, as well as of 

education are much larger (moreover, in the other three segments the the 

effects are not significant). Apparently, the opportunity costs of the house- 

holds time is a major determinant of coupon usage in this segment, which 

may be called t ime conscious. Perceived handling costs are higher for house- 

holds with higher average working hours (Blattberg et al. 1978; Narasimhan 

1984; Bawa and Shoemaker 1987), while more educated housewives are 

more efficient in organizing their time, leading to higher coupon usage 

(Narasimhan 1984). The large positive effect of household size as compared 

to the other segments supports the hypothesis that larger households have a 

larger set of preferred brands to choose from (Bawa and Shoemaker 1987, 

1989), and thereby less costs of time in searching for the couponed brands, 
leading to higher coupon usage. Alternatively, in larger households, more 

household members may be active in acquiring and handling coupons which 
decreases the opportunity costs of time of the household, with an associated 
increase in coupon redemption. The effects of TOTVOL and PRICEOZ are, 
although significant and in the hypothesized direction, considerably smaller 
than in the other three segments. 
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The second segment consists of 14.8% of the sample, and shows 
significant effects of TOTVOL, PRICEOZ, HOMEOWN, and INCOME. In 

this segment, as compared to the other three, TOTVOL and PRICEOZ have 

high coefficients, while the signs of the coefficients are as hypothesized 

(Narasimhan 1984; Bawa and Shoemaker 1987, 1989). As the constant term 

indicates, average coupon usage is high in this segment. Therefore, we desig- 

nated consumers in segment 2 as coupon-prone. This segment is 

hypothesized to consist of consumers that have a predominant commitment to 

coupon usage, and appear to rely on coupons as extrinsic cues of deals 

without much attention to factors such as price, value, or time costs (cf. 

Lichtenstein, Netemeyer, and Burton 1990). Consumers in this segment that 

buy larger amounts of yogurt have more opportunity to take advantage of 

coupons (Narasimhan 1984), while higher priced brands offer higher savings 

with a result that consumers resort to these brands when coupons are avail- 

able (Narasimhan 1984). 

Segment 3 is the largest segment and contains 42.1% of the sample. In 
this segment TOTVOL, PRICEOZ, and HOMEOWN are significant at the 

p < 0.01 level. The effects of TOTVOL and PRICEOZ (and INCOME, which 

is significant at p < 0.05) are as hypothesized. The coefficient for home- 
ownership in this segment is larger than in the other three segments, and this 

variable has a major effect on coupon usage. This segment is concerned with 

storage facilities. Apparently, holding costs strongly determine coupon 
usage in this segment. Home owners generally have more storage space than 

apartment dwellers, resulting in lower storage costs and greater (deal- and) 

coupon proneness (Blattberg et al. 1978). 

Finally, Segment 4 consists of 24.3% of the sample. TOTVOL, PRI- 

CEOZ, HOMEOWN, INCOME and HHSIZE have significant effects. This 
segment was designated as value conscious, as the usage of coupons in this 

segment appears to be predominantly value-based: price has a significant 

positive effect as higher priced brands offer larger savings (Narasirnhan 

1984), while the coefficient of income is over two times that of its closest 

rival (Segment 1). A given face value of a coupon is more important to a low 

income household than to a high income household because of the decreasing 
utility of increasing income (Bawa and Shoemaker 1989). Interestingly, the 
coefficient of home-ownership (HOMEOWN) in this segment is opposite to 
the hypothesized direction: consumers with rented houses use more coupons. 
This finding could be related to the fact that the homeownership variable 

might, in relation to the cost of housing, capture additional effects of low 
income levels. 

The results of our study demonstrate the existence of multiple market 
segments with different associations of household characteristics and coupon 
usage behavior. The study has provided important insights for managers who 
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wish to understand and predict the responsiveness of consumers to coupons, 

and allow coupon promotions to be directed at the most responsive segments 
through newspapers, magazines, direct mail, etc. Our analysis revealed four 
segments that can be interpreted on the basis of existing theories of coupon 

behavior (Blattberg et al. 1978; Narasimhan 1984; Bawa and Shoemaker 

1987, 1989) as groups of households in which opportunity time costs, deal- 

proneness, storage facility, and value consciousness, appear to be the main 

factors related to coupon usage. Moreover, the heterogeneity in effects 

apparent at the segment level appear to have masked significance of effects at 

the aggregate level (notably the effects of FHAVHRS and FHEDUCN). It 

must be noted however, that while our analysis has revealed insights into 

coupon usage behavior, it has not addressed the issue of the effect of coupon 

redemption on sales which is an important issue from a management point of 

view. Profitability of coupon promotions cannot be measured by redemption 

rates, as a coupon promotion could result in a high redemption rate, but yet be 

unprofitable if coupons are used by consumers that would have purchased the 

product anyway. Further, coupons may cause an increase in sales even if 

they are not redeemed by acting as an advertisement and increasing aware- 

ness of the brand in question (Bawa and Shoemaker 1989). Future research 

should address these issues, as well as replicate our study for different brands 

and different product categories. 

5.4 Vafidation 

In order to investigate the sensitivity of the solution to different starting 

values, five I = 4 Class solutions were obtained with different (random) start- 
ing values. The log-likelihoods of the solutions fall within a dispersion range 

of 0.5% of each other, ranging from -1916.8 to -1926.3. We calculated the 

correlation between the coefficients for each solution (after appropriate per- 

mutation) and averaged the resulting correlations across the 4 classes. These 

10( = 5 x 4/2) correlations ranged from 0.752 to 0.975. Three of the five solu- 

tions were close with correlations of 0.912, 0.945 and 0.975. Even though 

due to the structure of the data (i.e., one replication, large number of x- 
variates and segments) the model is more sensitive to local optima, there is a 

reasonable congruence between the solutions. 

Application H: Customer Satisfaction 

6.1 Study Design 

With increased competitive pressures faced by firms in a global econ- 
omy, more and more emphasis has been placed on listening to the "voice of 
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the customer" and customer satisfaction. Howard and Sheth (1969) defined 

customer satisfaction as "the buyer's cognitive state of being adequately or 

inadequately rewarded for the sacrifices he has undergone" (p. 145). Oliver 

and DeSarbo (1988), DeSarbo, Oliver and De Soete (1986), and DeSarbo, 
Oliver and Rangaswamy (1989) have conducted a variety of different consu- 

mer psychology experiments to examine the impact of some five 

hypothesized determinants of customer satisfaction: 

a. E x p e c t a t i o n s  - -  prepurchase beliefs the consumer has about how the 

product/service will perform; 

b.  P e r f o r m a n c e  - -  how the purchased product/service is perceived to 
perform for the consumer; 

c .  D i s c o n f i r m a t i o n  - -  whether the purchased product/service performed 

better than expected (positive disconfirmation), the same as expected 

(zero disconfirmation), or worse than expected (negative 

disconfirmation) as experienced by the consumer; 

d.  A t t r i b u t i o n  - -  whether the outcome of the purchase, construed as 

either a success or failure, is attributed to the consumer himself or to 

some external agent; 

e.  I n e q u i t y  - -  how a consumer's outcomes in an exchange compare to 

those received by the other party. 

In these various studies, the authors show that higher levels of consu- 

mer satisfaction are typically associated with high expectations, high perfor- 

mance, positive disconfirmation (product performs better than expected), 
internal (self) attribution, and favorable inequity (lower outcome ratio for the 

other party). In order to quantify these effects, Oliver and DeSarbo (1988) 

devised simulated stock market trading scenarios and embodied these interre- 

lated constructs v i s a  vis experimental designs. A stock market transaction 

was selected since it contained naturally all of the five factors listed above. 

These were expectations for the stock's performance, the ability to make the 
investment decision personally (internal attribution) or to rely on one's broker 

(external attribution), a performance outcome easily compared to expectation 
(disconfirmation), and a comparison of the investor's outcome (gain) to that 

of the broker (the commission). 
In the Oliver and DeSarbo (1988) study, and as described in DeSarbo, 

Oliver and Rangaswamy (1989), attribution was manipulated by suggesting to 
the subject that the decision to buy the stock was either his/her decision 

(internal attribution) or was that of a broker (external attribution). For the 
expectation treatment, the stock was predicted either to exceed the Standard 
and Poor's 500 index by 5% in six months ("high" expectations) or would 
just match the overall market in this time period ("low" expectations). Per- 
formance was manipulated by describing stock as having risen 12% 
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(regardless of the market's performance) in six months ("high" performance) 

or as having risen only half that amount ("low" performance). 
Disconfirmation was manipulated relative to the expectation treatment. For 
positive disconfirmation, the stock was described as exceeding the expecta- 
tion treatment level by 5%; for negative disconfirmation, the stock was 

described as falling short of the expectations by 5%, whether they were 

"high" or "low." Finally, for favorable inequity, the investor's gain struc- 
ture was described so that the actual monetary outcome net of commissions 

was 20% above the broker's two-way (purchase, sale) commission while, for 

unfavorable inequity, the broker's commission exceeded the investor's gain 

by 20%. 

Business school students at a large northeastern United States univer- 

sity with stock market experience (screened) were recruited to participate in a 

study of responses to market transaction outcomes. Oliver and DeSarbo 
(1988) employed a 25 full factorial design in a conjoint analysis task (cf. 

Green and Rao 1971) involving 32 profiles, but found no significant disordi- 
nal interactions. Forty-one subjects, 20 male and 11 females, were presented 

with the 32 hypothetical profiles in random order and asked to rate each 

profile on a seven point satisfaction scale (see Oliver and DeSarbo 1988, for 

further details of the experiment). 

6.2 Aggregate I = 1 Regression Results 

Given the lack of significant disordinal interactions in Oliver and 

DeSarbo (1988), we use a main-effect dummy variable coding in the resulting 

analyses representing the five treatments where a "1"  was used to indicate 
the presence of the highest or most favorable level, and a "0"  for the lowest 

or least favorable level. The satisfaction dependent measure was standard- 

ized by subject to eliminate differential scale and variance effects. A general- 

ization of the DeSarbo and Cron (1988) conditional normal mixture regres- 

sion methodology was employed, which arises as a special case of the general 

mixture regression model described above. Here, the complete likelihood 
function accounts for replications by subject (K = 32 profiles). As such, this 

approach is equivalent to a generalization of the DeSarbo, Wedel, Vriens and 

Ramaswamy (1992) latent class metric conjoint analysis involving finite mix- 

tures of multivariate conditional normal distributions, where the covariance 
matrix, •i, is restricted to equal oi I. Table 5 presents the I = 1 aggregate 
solution. All five factors are significant and the highest or most favorable 
level of each of the factors display positive impact on overall satisfaction as 
witnessed by the positive coefficients. Positive disconfirmation appears to 
have the greatest impact on overall satisfaction for the entire sample, fol- 

lowed by performance, expectations, equity, and attribution. 
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Table 5: 
Customer Satifaction I = 1 Aggregate Normal Mixture Regression Parameter Estimates 

INTERCEPT 

ATTRIBUTION (INTERNAL) 

EXPECrATIONS (HIGH) 

PERFORMANCE (HIGH) 

INEQUITY (FAVORABLE) 

DISCONFIRMATION (POSITIVE) 

-1.27"* 

0.13" 

0.38** 

0.52"* 

0.24"* 

1 . 2 6  * * 

* p <- 0.05 

** p <- 0.01 

Table 6: 
Customer Satisfaction I = 2 Normal Mixture Regression Parameter Estimates 

i=I i=~ 

INTERCEPT -1.29"* -1.24'* 

ATI'RIBLrIION (INTERNAL) 0.18"* 0.08 

EXPEC-~ATIONS (HIGH) 0.44** 0.32** 

PERFORMANCE (HIGH) 0.45** 0.58** 

INEQUITY (FAVORABLE) 0.01 0.50"* 

DISCONFIRMATION (POSITIVE) 1.53"* 0.99** 

~r~ 0.51 0.49 

* p ~ 0 . 0 5  

** p ,: 0.01 
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6.3 Normal Mixture Regression Results 

In order to investigate the presence of consumer segments, the Normal 

mixture regression model was run for I = 1 to 5 classes. For this Normal mix- 
ture, equation (2) amounts to: 

1 2 2 1 
f jkli(Yjk I ~ik,(~ik) ---- exp  {(Yjk~ik --~2k)/(~2k -- ~ Y j k / a i k  - ~ In (2re)},  (30) 

while the identity-link is used, and ~vij k = &ij. The minimum CAIC statistic 
occurs at I = 2 latent classes. This solution has a log-likelihood of-1320.94. 

Table 7 presents the estimated coefficients for the I = 2 latent class solution. 

For the first Class, consisting of 51% of the sample, the impact of 
disconfirmation dominates in terms of influencing satisfaction judgments; the 

magnitude of this coefficient is over three times as large as its next competitor 

(performance or expectations). Note that inequity is not significant to the 

members of this latent Class. Here, the delight of actual stock performance 

exceeding high expectations (positive disconfirmation) due to one's own 
judgment appears to provide the greatest amount of satisfaction to the 

members of this latent class. 
While positive disconfirmation also has the greatest impact on satisfac- 

tion for the members of latent class two, (49% of the sample) the relative 

magnitude of the coefficient in relation to performance is much less than in 

latent class one. Here, inequity is significant, while attribution is not. 

Members of this latent Class appear to be more concerned with their gains in 

relationship to what their exchange partners, the broker, receives. In addition, 

the members of this group do not appear to be concerned with who made the 

decisions. 
Thus, we see evidence of factors common to both latent Classes which 

similarly drive customer satisfaction (high expectations, high performance, 

positive disconfirmation). This result is quite consistent with Oliver (1980) 

who documented the strong impact pf these three components of customer 

satisfaction working in tandem. The I = 2 latent class solution also provides 

some interesting information concerning the nature of respondent hetero- 

geneity and the differential impact inequity and attribution have in each of the 

two latent classes - -  an aspect that is obviously masked in the aggregate 
solution displayed in Table 5. 

6.4 Vafidation 

To examine potential problems of local optimum solutions, five I = 2 
Class solutions were obtained with different starting values. All values of the 
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log-likelihood fall within a dispersion range of .015% of each other, ranging 
from-1320.791 to -1320.969. The resulting average correlations between the 
coefficients estimated for the five solutions (after permutation) were calcu- 
lated. Four correlations equaled 0.999, six equaled 1.000. Thus, there is sub- 
stantial congruence between the five solutions derived from these alternative 
starting values. 

7. Conclusions 

The generalized linear mixture regression model developed in this 
paper finds potential applications in many physical and psychological sci- 
ences, especially if the application of single classical generalized linear 
models is suspected to be inadequate because of observations arising from a 
number of classes (i.e., sample heterogeneity) which differ in the parameters 
of the linear model. The mixture likelihood approach proposed simultane- 
ously estimates the membership of the observations in an (initially specified) 
number of classes and the parameters of the generalized linear model that 
relates the dependent to the independent variables within each class, accom- 
modating a large number of possible distributions for the dependent variable. 
This paper generalizes the McCullagh and Nelder (1989) work to a latent 
class framework, as well as previously published models (e.g., DeSarbo and 
Cron 1988; De Soete and DeSarbo 1991; Kamakura and Russell 1989; Jones 
and McLachlan 1992; Wedel and DeSarbo 1993; Wedel et al. 1993) to 
accommodate any distribution from the exponential family (as well as others) 
and provides a simple and unifying estimation approach. The EM-algorithm 
proposed for the estimation of the model has the advantages of being compu- 
tationally attractive, of being easy to program, and of convergence being 
ensured. Disadvantages of the algorithm are that its convergence rate may be 
slow and that it is burdened with convergence to local optima. Acceleration 
procedures for the EM algorithm proposed by e.g. Peters and Walker (1978), 
Louis (1982), Meilijson (1989), and Jones and McLachlan (1992) should be 
investigated in future research. The problem of local optima was investigated 
in a Monte Carlo study and the conditions under which they may pose a prob- 
lem for estimation were identified. Other issues to be addressed in future 
research are tests for identifying the number of classes present, finite sample 
properties of the significance tests, and the development of models that allow 
for overdispersion within classes. 
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