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Abstract. Food recognition is an important task for a variety of ap-
plications, including managing health conditions and assisting visually
impaired people. Several food recognition studies have focused on generic
types of food or specific cuisines, however, food recognition with respect
to Middle Eastern cuisines has remained unexplored. Therefore, in this
paper we focus on developing a mobile friendly, Middle Eastern cuisine
focused food recognition application for assisted living purposes. In or-
der to enable a low-latency, high-accuracy food classification system, we
opted to utilize the Mobilenet-v2 deep learning model. As some of the
foods are more popular than the others, the number of samples per class
in the used Middle Eastern food dataset is relatively imbalanced. To
compensate for this problem, data augmentation methods are applied
on the underrepresented classes. Experimental results show that using
Mobilenet-v2 architecture for this task is beneficial in terms of both ac-
curacy and the memory usage. With the model achieving 94% accuracy
on 23 food classes, the developed mobile application has potential to
serve the visually impaired in automatic food recognition via images.

Keywords: Food recognition · Assistive technology · Computer vision.

1 Introduction

The World Health Organization (WHO) estimates that at least 2.2 billion people
are classified to be near or distance vision impaired [1]. The blind and visually
impaired face challenges that are often overlooked to sighted people. Research
in assistive technology has gained tremendous attention in the past decades to
enable people that are visually impaired or blind to perform tasks comparable to
sighted people, such as using a phone or computer (via screen reader). However,
there still exists many challenges to visually impaired and blind. Among them
is the simple task of identifying objects in their presence, which often requires
visually impaired people to invoke other senses, such as touch, smell, and taste,
to identify such objects.

With the abundance of food in today’s society as well as the availability of
international food locally, it becomes necessary to develop intelligent technology
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that can aid in the identification of food. Such systems are known as food recog-
nition systems and can identify the type of food using images. Food recognition
can be embedded in mobile systems for a diverse set of applications ranging
from food tracking for diet management to an assistive technology application
to aid visually impaired users identify foods via an image. Such a system will
enable people with visual impairment to independently identify various food in
real-time, which becomes particularly important i) if they are traveling to for-
eign countries and would like to identify various meals they will consume, ii)
scan menus with images to identify foods in various food delivery applications
or in menus at restaurants, and finally iii) to assist in food tracking for various
reasons and objectives.

There has been work done in the literature that focuses on the development
of food recognition systems through images. However, the majority of the work
conducted on food recognition focuses on western style foods or popular inter-
national foods, such as sushi, ramen, etc. Middle Eastern cuisine has always
been underrepresented in such food recognition applications, and limited work
has investigated within this scope. Among the first to propose a food recognition
system catering to foods communally consumed in the Middle East is [27]. In this
paper, the authors implement a machine learning approach to develop the food
recognition algorithm on a novel dataset collected by the authors. Their model
is based on a feature extraction and classification stage and explore the capabil-
ities of both early and late fusion techniques. In the early fusion technique, the
authors combine the extracted features using different combination techniques.
Ultimately, an accuracy of 80% was achieved on the developed dataset.

In this work, we also focus on Middle Eastern cuisine, and aim at enhanc-
ing the results of the food recognition model presented in [27]. The proposed
approach led to a 10% absolute increase in the accuracy while also being more
computationally efficient compared to the previous work.

2 Related Work

As nutrition is one of the most important factors for human development and
health, it has become a subject for computer vision and deep learning fields.
Researchers have been interested in food-related problems, such as estimating
taste appreciation [36], generating pizza recipes [26], comprehension of cooking
recipes [32], recipe generation from food images [28], and food portion estima-
tion [10]. There has also been many systems developed for food image classifi-
cation utilizing mobile devices [34], wearable sensors [18], and egocentric cam-
eras [15].

There has been some work done for recognition of food images using com-
puter vision methods and hand-crafted features such as SIFT (Scale-invariant
Feature Transform) [19] features and color histograms [6], bag-of-words [35,3],
pair-wise feature distribution of local features [33], bag-of-features with SIFT,
color histogram and Gabor texture feature descriptors [16].
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Given the advancement in intelligent algorithms, there has been a shift from
the manual extraction of features from images to the automatic learning of such
features by deep neural networks. As such, deep learning methods have proven
their success on image classification tasks in many domains, including food recog-
nition. In specific, [11] fine-tuned Inception-v3 architecture [31] on food images.
The authors in [8] employed a deep residual network [13] for training large food
datasets, whereas [25] and [4] used ensembled deep learning models for food
recognition. Instead of using the deep convolutional networks for both extracting
features and classifying them, [21] used convolutional networks only for feature
extraction and used supervised machine learning methods for the classification
of the features. A novel network developed specifically for food recognition is
proposed in [20] where they exploit the vertical food traits which is common in
the available food datasets. Similarly, [22] introduced the NutriNet as a novel
deep convolutional network architecture for food recognition from images. Con-
sidering that the new food images could be included in the learning instead of
using static datasets, [12] proposed an online continual learning method for food
recognition. In order to develop more suitable food recognition models for mobile
environments, [34] and [14] employed knowledge distillation methods resulting
in more compact models without losing the performance. The work in [2] intro-
duced a new data augmentation methodology for food datasets and exploited
active learning for food classification to have a deeper insight regarding use-
ful samples in the data. Finally, [24] tackled the multi-label food classification
problem using a novel transfer learning framework.

The available datasets which are also used by some of the works above mostly
focus on more generic type of foods [23,17] or specific cuisines such as fast-food
image dataset [6], Japanese cuisine [16], Chinese cuisine [7], western cuisine [5]
and more. Different from these datasets, in our study, we worked on Middle
Eastern cuisine and improved the work presented in [27].

3 Method

For the identification of food items via images in real-time, an image classifier,
thus, a deep learning model is trained for the classification of 23 classes of food
images representing diverse Middle Eastern foods. The employed deep learning
model architecture is chosen as a small and portable model providing a low
process time for real-time inference. This section discusses the dataset and pre-
processing measures taken, as well as the model development for the automatic
food recognition task.

3.1 Dataset and Analysis

The dataset used was collected by [27] through crawling images from Google
and Instagram that represent real-world Middle Eastern cuisine dishes with 27
classes [27]. Sample images from the dataset are shown in Figure 1. After ex-
amining the dataset, it was found that this dataset has two main challenges,
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Fig. 1. Sample images from the Middle Eastern cuisine dataset

namely, i) low inter-class difference between similar dishes and ii) class imbal-
ance. To account for these limitations, two pre-processing steps are applied on
the dataset prior to training, as discussed below.

Class Consolidation Visual similarity between some of the classes in the food
dataset was really high, and many of these classes have similar calorie values and
ingredients used. Therefore, a subset of these classes are combined and assigned
to a single class. The consolidated classes are listed below and examples from
the combined classes can be seen in Figure 2.

• Baklava & Kinafah: Baklava and kinafah are similar kind of dishes which are
made of pistachio and syrup with similar calorie content. There exists a high
visual similarity between these two classes as the color scales are the same
most of the time. Thus, these two classes are combined in order to decrease
the number of mispredictions among them.

• Khubz & Pita: These two classes are forms of bread. The bread type con-
sumed widely in Middle Eastern countries is named as pita; however there
are small variations of pita bread, such as khubz. As such, these classes were
also consolidated.

• Salad: There are different types of salads in Middle Eastern cuisine such as
tabouleh and fattoush. These salad types differ according to the way they



A Mobile Food Recognition System for Dietary Assessment 5

are cut and the dressing, but their ingredients are fairly similar and they
have similar calorie content and have high visual similarities. Thus, salad,
tabouleh and fattoush classes are combined into a single class.

Fig. 2. Samples from the combined classes

Data Augmentation Another limitation with the dataset at hand was the im-
balanced number of samples between classes. The distribution of the number of
samples per class is given in Figure 3. In order to overcome the class imbalance
problem, some data augmentation techniques are applied on the underrepre-
sented classes to reach a balanced dataset. Data augmentation is only applied
on the classes which have less than 100 samples. The applied augmentation meth-
ods include horizontal flip, random crop, Gaussian noise, affine transforms, and
contrast change, and are designed to generate images from different angles and
in different lighting conditions, simulating real images that can be taken using
a mobile phone.

These augmentation steps are applied in sequence to the images where their
parameters are selected randomly for each run. Thus, various augmentations are
obtained as it can be observed in Figure 4. The dataset sizes before and after
applying the data augmentation methods are presented in Table 1.
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Fig. 3. Number of samples in each class before applying data augmentation.

Fig. 4. Augmented image samples. Original images are at the top and corresponding
augmentations are given at the bottom

Table 1. Dataset size before and after data augmentation.

Train Set Test Set Total
Without augmentation 4368 489 4857
With augmentation 5234 489 5723
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3.2 Learning Model

The deep learning architecture for image classification model is chosen as Mobilenet-
v2 [29]. This model is found to be suitable for our problem where the main aim
is twofold, i) predicting the type of the food from the food images with high
accuracy, and ii) the model should be lightweight and allow for low-latency pre-
dictions on a smartphone. Mobilenet-v2 is a relatively shallow architecture and
is more convenient to adapt into the applications that might be used on mobile
devices. Nevertheless, it maintains a promising performance for the image classi-
fication task, which makes it a good choice for a high-accuracy, low-latency food
recognition solution.

A pre-trained model on ImageNet [9] is fine-tuned on the food recognition
dataset. During fine-tuning, the last fully-connected layer of the model is replaced
with a new fully-connected layer with the output size of 23, as the total number of
classes in the dataset is 23. There are 20 blocks in the Mobilenet-v2 architecture
and during training the weights for the first ten blocks are frozen and only the
last ten blocks are fine-tuned on the food dataset. The learning rate for the last
layer’s parameters is 1e-03 and the learning rate for other layers’ parameters is
set to 1e-04. The cross-entropy loss and Adam optimizer are used with batch size
of 128. The model is implemented with PyTorch and trained on Nvidia TitanX.

4 Experiments and Results

4.1 Experimental Setup

For the experimental analysis, the dataset is split into training and test sets.
The training set includes 90% of the original samples. The remaining 10% is
used in the test set. After augmentation, there were a total of 5234 samples in
the training set and 489 samples in the test set, as given in Table 1. For the
validation, 10-fold cross-validation is used.

4.2 Results

The classification results of the deep learning models are presented in Table 2
in terms of top-1 and top-5 accuracies. The Mobilenet-v2 model trained on the
pre-processed dataset gives a satisfying top-1 accuracy where 94% of the test
images are predicted correctly. Additionally, the model achieves a nearly perfect
top-5 accuracy, showing that the correct label is found within the high confidence
predictions almost all the time.

In order to assess the benefit of using Mobilenet-v2 for this task, we compared
its performance with other larger networks such as ResNet-50 [13] and VGG-
16 [30]. The results are listed in Table 2. Mobilenet-v2 performs comparable
to ResNet-50 and significantly outperforms VGG-16. Moreover, the fine-tuned
ResNet-50 model is ten times larger than the Mobilenet-v2 model in terms of
the size, which makes the Mobilenet-v2 more efficient considering both the per-
formance and compatibility with mobile devices. As we mentioned before, the
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food classification module is planned to be employed in the mobile devices, thus
using a more compact model is an essential factor for an effective solution.

Table 2. Results of the food image classification models

Top-1 accuracy Top-5 accuracy
VGG-16 86.7% 97.5%
ResNet-50 94.0% 99.3%
Mobilenet-v2 94.0% 99.5%

In order to evaluate the effect of the adopted data pre-processing on the per-
formance, several experiments have been conducted. The results of these experi-
ments are presented in Table 3, where there are three studied scenarios; namely,
(1) the Mobilenet-v2 architecture is trained without combining the classes that
have high visual similarities, (2) Mobilenet-v2 architecture is trained using only
the original data, without any data augmentation, (3) Mobilenet-v2 architecture
trained on the pre-processed dataset as proposed in Section 3.1. The comparison
between scenario (1) and scenario (3) indicates that the low inter-class difference
between the food image classes drastically affects the performance as the top-1
accuracy increases by 4% as we combine the classes having high visual similar-
ities. This is expected since most of the mispredicted validation samples in the
initial training of the model on the original data were belonging to these classes.

The effect of data augmentation, although not significant, is still seen. Since
the data augmentation is applied only the classes that have less than 100 samples
in it, the amount of the augmented samples are relatively small and this can
explain the limited contribution. Still, applying data augmentation compensates
the negative effect of the class imbalance problem to some degree.

Table 3. Results of the experiments before and after the data pre-processing.

Top-1 accuracy
Mobilenet-v2 (w/o combined classes, w/ augmentation) 90.0%
Mobilenet-v2 (w/ combined classes, w/o augmentation) 93.5%
Mobilenet-v2 (w/ augmentation and combined classes) 94.0%

As a qualitative analysis, some misclassified samples are given in Figure 5.
It can be observed that the mispredictions are mostly reasonable where the
misclassified class samples and the ground truth class samples have similar visual
patterns, such as kabsa and mansa or kofta and falafel classes. In addition, some
of the images may contain overlapping dishes, such as the mansaf with khubz
on top of it, thus causing misclassifications.
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Fig. 5. Sample mispredictions

5 Conclusion

Food classification from images is seen as an important task for health and
dietary assessment applications and assisting visually impaired people. The pre-
vious studies on food recognition mostly focus on generic types of food or specific
cuisines whereas the application for Middle Eastern food recognition remained
unexplored. Thus, in this paper, we have improved upon the study of [27] on
Middle Eastern cuisine food recognition task and conducted several experiments
on the proposed dataset. Due to the high inter-class similarity between certain
classes, we consolidated some classes that have similar characteristics. Also, some
data augmentation methods were applied on the underrepresented classes in the
dataset to avoid the performance drop caused by class imbalance. During the
experimentation, we proved that these two pre-processing steps have improved
the performance of the model. We showed that using Mobilenet-v2 architecture
for this task is beneficial in terms of both accuracy and the memory usage. The
experimental results also show that the Mobilenet-v2 architecture performs as
good as, or even better than ResNet-50 and VGG-16 which are more complex
architectures. The processed dataset and the experimental results are expected
to set a baseline for food recognition on Middle Eastern cuisine task.
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