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Using wireless mobile terminals has become the mainstream of Internet transactions, which can verify the identity of users by
passwords, �ngerprints, sounds, and images. However, once these identity data are stolen, traditional information securitymethods
will not avoid online transaction fraud.�e existing convolutional neural networkmodel for fraud detection needs to generatemany
derivative features. �is paper proposes a fraud detection model based on the convolutional neural network in the �eld of online
transactions, which constructs an input feature sequencing layer that implements the reorganization of raw transaction features
to form di	erent convolutional patterns. Its signi�cance is that di	erent feature combinations entering the convolution kernel
will produce di	erent derivative features. �e advantage of this model lies in taking low dimensional and nonderivative online
transaction data as the input. �e whole network consists of a feature sequencing layer, four convolutional layers and pooling
layers, and a fully connected layer. Verifying with online transaction data from a commercial bank, the experimental results show
that the model achieves excellent fraud detection performance without derivative features. And its precision can be stabilized at
around 91% and recall can be stabilized at around 94%, which increased by 26% and 2%, respectively, comparing with the existing
CNN for fraud detection.

1. Introduction

Using wireless mobile terminals has become the mainstream
of Internet transactions, which can verify the identity of
users by passwords, �ngerprints, sounds, and images. �e
fraudster can collect users’ information, such as ID, password,
age, occupation, and other information, and logs in various
trading systems as normal users to complete fraud. �is kind
of fraudulent behavior has been very common today in the
rapid development of information technology, and it brings
great losses to users, businesses, and society. Moreover, once
these identity data are stolen, traditional information security
methods will not prevent online transaction fraud.

Banks and major �nancial institutions provide a wide
range of services, but the fraud is widespread in many
�nancial transactions provided by these institutions. More
services will generate more users’ data, which provides a
great possibility for fraudsters to steal users’ information

to complete fraud. How to detect fraudulent transaction
accurately and instantly has become an urgent �nancial
security problem for all �nancial institutions, including
banks. �e traditional expert rule system is applied to most
fraud detection areas. �ese expert rule systems are based on
the existing industry experience rules, which can detect the
occurred fraudulent patterns and the existing fraud behav-
iors. However, online fraud transactions are very di	erent
from traditional transactions, so the traditional expert rule
system is incapable of detecting and intercepting online fraud
transactions e	ectively. �e fraudulent transaction in this
papermeans that the fraudster embezzles the legitimate user’s
information and enters the trading system as a normal user.

A variety of machine learning and deep learning models
are gradually applied in detecting fraud. Compared with the
traditional rule system, the advantage of machine learning is
its ability to use a large number of complex data to character-
ize some �nancial phenomena that are di�cult to be found by
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traditional methods. Various models used for �nancial fraud
detection include neural networks, deep neural networks,
random forests, logistic regression, SVM [1–6], and so on.
On the one hand, most of the existing models are applied to
credit card fraud detection. On the other hand, credit card
transactions di	er from online transactions, so these models
cannot be entirely suitable for online transactions.

�e pros of neural networks and deep learning are
that they can fully approximate any complex nonlinear
relationships, strong robustness, and fault tolerance and �nd
optimized solutions at high speed. It has an outstanding
performance in image recognition [7–9], video processing
[10], natural language processing [9], and other �elds. But
when dealing with the structured data, especially online
transaction data, neural networks, and deep learning models
have poor performance. Because the available dimensions of
transaction data are o�en very limited, somemassive features
derived from most existing models and prior knowledge
of the industry do not contribute to the learning [2, 11].
Consequently, this paper constructs a CNN model based
on the feature sequencing for Internet transaction fraud
detection. And compared with the existing CNNmodels, our
model can achieve a better performance only by using the
transaction data raw features as training.

�e rest of this paper has been structured as follows. Sec-
tion 2 introduces the application and e	ectiveness of existing
machine learning and deep learning methods in �nancial
fraud detection. �en, Section 3 describes the process of
constructing a convolutional neural network model based
on feature rearrangement. Later, we set up experiments and
evaluate its performance in Section 4. Finally, Section 5
summarizes this paper and discusses future work.

2. Related Work

Antifraud system is the �rst line of defense for �nancial
institutions. So, the antifraud system is widely adopted in
banking, insurance, law, business administration, and other
�elds.

With the maturity of many machine learning algorithms
and deep learning algorithms, they have been successfully
used in image detection, text processing, and other �elds.
Gurusamy, R. and Subramaniam, V. [8] proposed a new
method for the denoising, extraction and tumor detection
on MRI images. �ey used a variety of machine learning
algorithms to build brain image recognition systems to aid
in medical diagnosis and medical evaluation. �ese methods
include CNN and SVM, and these algorithms had a good
result when they were applied in this scenario. Chengsheng
Yuan [9] used a combination of CNN and SVM to build a
live �ngerprinting model and achieved good results.�ey use
CNN for feature extraction and SVM for classi�cation.

Machine learning and deep learning models are also
used in the �eld of �nancial fraud detection. S.Ghosh and
D.L.reilly [12] used the neural network algorithm to construct
a transaction fraud detection system, which was veri�ed in
the credit card transaction data of Mellon Bank and applied
to the actual transaction system in 1994. �e model built by
Bayesian belief network was also used for fraud detection.

Sam Maes et al. [1] built a transaction fraud model using
Bayesian belief networks. When applied to experimental
data sets, it was found that Bayesian belief networks had
higher recognition accuracy than neural networks. In some
scenarios, constructing the recognition models with a single
algorithm is inferior to combinatorial algorithms. V. Hana-
gandi et al. [13] constructed a credit card fraud scoring
system by combining a radial basis function network with
a density-based clustering algorithm. According to users’
historical records, this systemwould generate fraud scores for
decreasing credit fraud. It is hard to determine the network
topology when using neural networks to build this model.
Raghavendra Patidar et al. [14] made it easier to build a fraud
detectionmodel, by using a genetic algorithm to calculate this
neural network topology, including the numbers of hidden
layers and the numbers of nodes.

Existing neural networks o�en require high-dimensional
data as input, which means that it is hard to obtain high
dimensionality and strong availability transaction. �e com-
mon solution is making derivative features for consumer
behavior patterns based on industry experience, which
re�ects the users’ behavior habits.�e exploration of di	erent
legal consumer behavior patterns and fraudster behavior
patterns is critical in fraud detection. A. I. Kokkinaki et al. [15]
described legal consumer’s transaction habit with a decision
tree and Boolean logic method. Besides, they used clustering
methods to analyze the distinction between normal or abnor-
mal transaction. Kang Fu et al. [2] proposed using trading
entropy and other derivative features based on industry
experience to characterize user trading action. �e average
transaction amount, total amount, the di	erence between
the current transaction amount and the average transaction
amount, trading entropy, and other features generated from
the raw data of the �xed time window were used as model
input data. �e trading entropy is a novel feature used to
describe the user’s transaction behavior. It can describe the
relationship between the user’s transaction amount and the
total transaction amount over a period of time.�ese derived
features can better re�ect the characteristics of the user’s
transaction behavior under certain conditions.

Besides the above method of analyzing user’s behavior
from a data perspective, some scholars analyze user’s abnor-
mal behavior from the perspective of system behavior. Zhang
and J. Cui proposed a method to discover user’s abnormal
behavior from a system perspective. Zhang Z., Ge L. [16] et
al. proposed an e	ective way to solve user behavior anomalies
through system behavior reconstruction.

In addition to neural network algorithms, logistic regres-
sion, support vector machines, random forest algorithms
[3, 4], hidden Markov models [17, 18], and adversarial
learning methods [19] are also widely applied in constructing
credit fraud detection model. Most of these existing model
algorithms are based on credit card transactions. Credit card
transaction and online transaction are di	erent in terms
of transaction methods, transaction characteristics, trader
behaviors, etc. [20]. �e models based on credit transaction
are not fully applied to the online transaction.

Most of the existing fraud detection models are con-
structed for the credit card transaction, which is not fully
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Figure 1: �e structure of the model.

applicable to online transaction fraud detection. Most of the
neural networkmodels will need a large number of derivative
variables in feature engineering; thus, these models cannot be
applied to low dimensional transaction data. �erefore, the
CNN based on feature sequencing is proposed to solve the
problem of online transaction fraud detection.

3. CNN Based on Feature Sequencing

3.1. Framework. �is paper builds the model based on the
CNN to directly use the low dimensional raw features as the
input of the model. �e feature sequencing layer is added
to automatically optimize the sequence of features. �is
approach can save variable derived time, take advantage of the
CNN, learn the derivative features that are bene�cial to the
classi�cation results, and reduce the interference of human
experience with the model. In the fraudulent transaction,
there are a lot of features and trading patterns which are not
found, and the purpose of reducing the interference is to let
the CNN learn the transaction characteristics and trading
mode as much as possible.

�e overall structure of the model is divided into two
parts: the model training part and the transaction detection
part. �e training part of the model is divided into two parts:
the feature sequencing layer and the CNN. �e increased
feature sequencing layer is used to optimize the sequence of
transaction features. First, the historical data is cleaned and
so on, then put data into the feature sequencing layer, and
the model e	ect is tested by training the CNN model, and
the feature sequence order is modi�ed by the e	ect feedback.
In update time, we can �nd out the optimal sequence mode
by �xed feature permutation times. When the real-time data
enters the model, the data features are sorted by the order of
the feature, and then the training model is judged (Figure 1).

3.2. Feature Sequencing Layer. Transaction data consists of
multidimensional features, and there is no direct connection

between multidimensional features, so multidimensional
attributes can be arranged randomly. If transaction data
put into various model algorithms in the form of one-
dimensional variables, the arrangement, and combination of
di	erent attributes will not a	ect the physical meaning of
the record. But di	erent permutations and combinations will
a	ect the results of the model. �is is essentially the same
as image, speech, text, and other data. Take image data as
an example: although the image can be translated, rotated,
�ipped, etc., it remains invariant during the conversion
process, but the essence of the image is composed of ordered
pixels. �e position of these pixels is not allowed to change;
otherwise, the inherent information carried by the image will
change.

We use a 5-tuple to describe transaction data.

De
nition 1. A transaction data M is a �ve-tuple composed
of transaction features, feature arrangement state, position
exchange operation, feature initial arrangement state, and
feature �nal arrangement.

Formally as follows: M = (Q, Σ, �, �0, F)
Q: a �nite set representing transaction features

Σ: a �nite set representing the di	erent arrangements
of transaction features

�: exchange operations between transaction features

�0: �0 ∈ Q, transaction data features initial state

F: �0 × � �→ F, transaction data features state �nally
arranged

3.3. Feature Sequencing. Each fraudulent transaction consists
of multiple transaction features. �e arrangement of these
trading features does not a	ect the physical meaning of the
transaction, but di	erent feature arrangements will have a
di	erent e	ect on the model a�er the convolution process.
�is is why we add the feature sequencing layer into the
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) == �! then
18: return max(�

) and � that max(�

) correspording
19: end if
20: else
21: � = � + 1
22: end if
23: �� = −��, 
 = 
 − 1, go to 6

Algorithm 1: Find the best permutation of input features.

model. Each transaction feature has the potential to exist
anywhere, in order to ensure that all the arrangements of
features can be taken, so the nodes between the initial input
layer and the �nal input layer are fully connected (Figure 3),
but the connection weight changes during each iteration.

�e reason why convolutional neural networks can accu-
rately classify images is that they automatically �nd important
classi�cation features in a brute-force, mass-data fashion.
�is is both an advantage of CNN being able to identify
precisely, and a disadvantage of it not being able to identify
the location of the image e	ectively. So, whether the image
is complete or not, we have reason to believe that CNN can
identify the desired object on the map. For example, when
a nose and eyes misplaced the face picture, CNN will still
determine it as a normal face picture. A location problem
similar to this problemalso exists in the context of usingCNN
for transaction data identi�cation.

In the model constructed in this paper, one-dimensional
feature vector into the model, and the convolution layer is
processed with one-dimensional convolution kernel feature
vector. In the process of convolution, the principle is that as
in image processing, information extraction is performed on
partial features. Figure 2 depicts a feature vector convolution
transformation process, such as 1 × 2 convolution kernel.
�e process of convolution is to select two adjacent features
for convolution and generate derivative features. For the
multivariate feature vectors, the sequence of the features is

convolution kernel

feature

convolution feature

Figure 2:�e convolution procedure process between two features.

di	erent. Naturally, the results of the single-layer convolution
are directly a	ected. �e CNN, in turn, contains multiple
convolutional layers. A�er the layer convolution, the e	ect
will lead to the identi�cation of the entire model.

�is paper constructs a CNN model based on feature
sequencing which adds a feature sequencing layer before
the input layer. Firstly, the network structure of convolution
layer, pooling layer, and fully connected layer are determined
by data features, and the optimal permutation order of all
permutations is determined by the feedback of model results.
�en the model parameters are trained with the input that
�xes the permutation. �e time complexity of Algorithm 1
that aims at �nding the optimal sequencing of all features is
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Algorithm 2: Find the optimal arrangement within a �xed number of times.
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Figure 3: Feature sequencing layer.

O(n!). If the transaction data has more feature dimensions,
the time complexity of the algorithm will be very high,
which is not conducive to the construction and training of
the model. �erefore, we also construct Algorithm 2 that
randomly transforms feature arrangements and �nds the
optimal arrangement within a speci�ed number of times and
a �xed number of iterations. �e algorithm can subjectively
set the number of model iterations and can �nd better feature
sequencing in a short period of time relatively.

Figure 2 shows the network structure of the feature
sequencing layer. �e number of features selected in the
model is n, and the number of all arrangements of fea-
tures is m. �e initial input layer is the original input and
�nal input layer is the input features a�er the sequence
transformation. �e order of the input features is changed
through the transformation of initial input layer and �nal
input layer connection weight matrices. Set the connection
weight matrix � and initialize the connection matrix to �0.
Each time amatrix row is transformed, the connectionweight
matrix for the next iteration is generated.

We arrange the data features in the initial state Σ as a
one-dimensional vector Σ0 = [x0, x2, x3, . . . , xn].�e position
transform operation can be expressed as the product of Σ
and the connection matrix A. In special cases, the connection
weight matrix is as shown in A0, our model will degenerate
into a regular CNN, and the original feature input order will
not be changed.

�0 =
[[[[[[
[

1 0 ⋅ ⋅ ⋅ 0
0 1 ⋅ ⋅ ⋅ 0
... ... ... ...
0 ⋅ ⋅ ⋅ 0 1

]]]]]]
]

�1

=
[[[[[[
[

0 1 ⋅ ⋅ ⋅ 0
1 0 ⋅ ⋅ ⋅ 0
... ... ... ...
0 ⋅ ⋅ ⋅ 0 1

]]]]]]
]

⋅ ⋅ ⋅ ⋅ ⋅ ⋅A	−1 =
[[[[[[
[

0 0 ⋅ ⋅ ⋅ 1
0 0 ⋅ ⋅ ⋅ 0
... ... ... ...
1 ⋅ ⋅ ⋅ 0 0

]]]]]]
]

(1)

Σi = Σi−1 × � � (2)

If the feature sequencing layer connection matrix is as
shown in formula (1), the �rst step of the transformation
process is as follows:

Σ1 = Σ0 × �1 = [x1, x2x3, ⋅ ⋅ ⋅ , xn] ×
[[[[[[
[

0 1 ⋅ ⋅ ⋅ 0
1 0 ⋅ ⋅ ⋅ 0
... ... ... ...
0 ⋅ ⋅ ⋅ 0 1

]]]]]]
]

= [x2, x1x3, ⋅ ⋅ ⋅ , xn]

(3)

3.4. CNN Network Structure with Feature Sequencing Layer.
Compared with the existing CNNmodel, the network struc-
ture of this model has a feature sequencing layer.�enetwork
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structure is designed to ensure that it can be applied to net-
work transaction data and quickly identify online transaction
data. �e whole network consists of a feature sequencing
layer, four alternating distribution convolutional layers and
pooling layers, and a fully connected layer (Figure 4).

�e feature sequencing layer is the order arrangement
processing to the input features since convolution of the
di	erent order feature input layers results in di	erent e	ects
of the model. �e convolutional layer function is to extract
the local feature of the input data; in this scenario, we can
understand that the convolutional layer will automatically
derive new features based on the input features. �ese new
derivative features, although we do not explain their physical
meaning, are indeed helpful to the classi�cation of the model.
�e pooling layer joins the features of the adjacent areas
together into a single higher level feature that reduces the
redundancy of the data. �e fully connected layer plays the
role of the �nal classi�cation. For di	erent input data, the
number of nodes in each layer of the network varies. In my
experiment, the channels are two, and the number of nodes
in the fully connected layer is 144.

For each trained network model, we save the current
model and compare it with the previous model. If the current
model works better than the previous model, we replace the
previously saved model with the current model so that these
trainedmodels can be directly applied to the detection of real-
time trading data.

4. Experiment Verification and Analysis

4.1. Dataset. �e experimental data of this paper comes from
a commercial bank B2C online transaction data; a total
of about 5 million transaction data are extracted for the
experiment. �e positive sample is approximately 33 times
that of the negative sample; each transaction record has 62
dimensions. All transaction data has a time span of 6 months,
and we take two samples to construct a more balanced

experimental dataset of positive and negative samples. In
order to ensure the sequential continuity of transaction data,
we use one-month data batches as experimental data. When
the model is trained and validated, we divide the data of one
month, about 500,000, into training sets and test sets, and
the ratio is about 3:1. In order to ensure the consistency and
availability of data, we have done routine processing such as
data cleaning, data transformation, and data reduction. All
comparative tests were performed on the same dataset.

Based on the feature engineeringmethods in the literature
[17, 18] and the statistical analysis of the raw data, we �nd that
the characteristics of user transaction behavior, such as time,
amount, and location, and other derived features are very
signi�cant in the fraud detection model.�ese users’ data are
also information that fraudsters usually steal. Combined with
the results of the data cleaning, we select 8D features such as
transaction ID (because of the data con�dentiality, this paper
does not mention all the data dimensions) as input to the
model.

4.2. Model Validation. �is paper uses accuracy, precision,
recall, and F1 score to evaluate the e	ectiveness of this model.
In this paper, the CNNmodel based on feature sequencing is
compared with the existing CNN[2] and BP neural network
in the same data set (Figures 5–11). All comparative tests
were performed on the same dataset. From the following
six groups of test results, we can deduce that our model’s
precision rate can be stabilized at around 91% and recall rate
can be stabilized at around 94%, which increased by 26%
and 2%, respectively, compared with the existing CNN for
fraud detection. At the same time, we also compared with
the traditional BP neural networkwith two hidden layers.�e
e	ect of each index of this model has been greatly improved
compared with the traditional BP neural network.

Firstly, this paper makes a detailed analysis and judgment
on the data set using traditional BP neural network and
optimizes the model by adjusting the number of nodes and



Security and Communication Networks 7

My_CNN

CNN

BP

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Precision RecallAccuracy

Figure 5: Di	erent performances of three models on Set1.
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Figure 6: Di	erent performances of three models on Set2.

the number of layers of the network. However, the �nalmodel
structure is not ideal, so this result is only used as the basic
comparison work of our paper.

In order to verify whether the di	erent sequencing of
the features has an optimal e	ect on the model, we use
Algorithm 2, set m=10, and record the performance of the 10
times (Figure 8). It can be seen from the experimental results
that di	erent feature sequencing methods have an e	ect on
the model’s results. �e best experimental results in the ten
sequences (the eighth) are better than the original ones, and
if the computational capabilities allow, we will be able to �nd
out more superior feature sequencing (Figure 12).

In terms of time performance, the same monthly data set
was used to experiment: the BP neural network was signif-
icantly faster than the two convolutional neural networks;
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Figure 7: Di	erent performances of three models on Set3.
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Figure 8: Di	erent performances of three models on Set4.

compared with the two convolutional neural networks, the
epoch was 1, and the batch size was 1000. �e feature
sequencing convolutional neural network has a training time
of 65 seconds for once feature arrangement. Model training
time with ten times features arrangements is 752 seconds.
�e traditional CNN training time is 352 seconds without
the feature derivative work. If we add the processing time of
the derived features, the time performance of the model is far
worse than our model.

�e CNN model based on feature sequencing is com-
pared with the existing convolutional neural network. �e
experiment shows that the model constructed in this paper
is superior to the existing CNN model in the e	ect of each
indicator and does not need to do a large number of derivative
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Figure 9: Di	erent performances of three models on Set5.
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Figure 10: Di	erent performances of three models on Set6.

variables in the data preprocessing part. We use the raw 8-
dimensional feature as input, which saves the time for model
construction and solves the problem that low-latitude data is
not conducive to building a network fraud detection model.

5. Conclusion and Discussion

�eCNNmodel based on feature rearrangement constructed
in this paper has an excellent experimental, performancewith
a good stability. �e model needs neither high dimensional
input features nor derivative variables and can�nd a relatively
good ordered arrangement of input within a certain number
of times. Compared with most existing CNN model, this
model saves much calculation time of the derived variables,
whichmakes the design and adjustment process of the model
quick and easy. And there is a higher level of availability
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Figure 11: Di	erent F1 scores of the three models on various sample
sets.
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Figure 12:Di	erent e	ects of themodel with di	erent input features
sequencing.

in an environment where online transactions require rapid
response and accurate identi�cation.

In the future work, we will pay more attention to the
discovery of sequence characteristics of transactions. In
addition, we will apply the LSTM algorithm to make our
model have a good memory of the trader’s behavior in
order to discover more fraudulent transactions accurately.
For di	erent sequences of features, the model has di	erent
e	ects. And from this point, we will continue to discover
the relationships of data characteristics and �nd out the
characteristic combinations that have an important in�uence
on the model by controlling and transforming the size of the
convolution kernel.
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