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In the wake of recent events, a sense of awareness has emerged among

businesses and government agencies of the need to continue their

operations and provide critical services after a disastrous strike. The need for

disaster recovery has always existed. However, the emphasis is shifting from

reactive (recovery) to proactive (preparedness) to minimize damage from

disasters and limit disaster impact through proper planning. We present a

new model for business continuity preparedness (BCP) planning for

telecommunications networks and a taxonomy for the quantification of the

BCP readiness compared to similar businesses and industry practices. We

categorize disasters as natural events, technical failures, and human threats.

We discuss how each type of disaster is modeled and show how these models

are used to quantify risks and potential impacts. We also show how the

model is used to make specific recommendations to minimize exposure

while maximizing the return on the investment in the BCP planning.
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Introduction

In the wake of recent events, a sense of awareness

has emerged among businesses and government

agencies of the need to continue their operations and

provide critical services during and after a disaster

strike or unplanned event. The need for disaster re-

covery has always existed, yet there is much greater

awareness of it now with the paramount importance

that has been placed on homeland security. However,

the emphasis is shifting from a reactive (recovery) ap-

proach to a proactive (preparedness) approach in

order to minimize damage from disasters and limit

their impact on the business.

Naturally, any serious discussion of disasters

and unplanned events must consider in its scope the

high-profile events reported in the media such as the

September 11, 2001, attack on the World Trade Center,

the August 2003 large power failure in the

Northeastern United States, and major natural disas-

ters. However, the scope of this paper goes well be-

yond those disasters and also includes smaller disasters,

which must be included in any business continuity

preparedness (BCP) planning effort, as they, too, may

pose considerable risks to businesses. These smaller

disasters and events include local power failures,

lightning strikes, cable cuts, and vandalism. In fact,

these smaller, more local disasters can have a more

profound effect on a business than larger ones, as they

may not affect the competition in the same way as
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Panel 1. Abbreviations, Acronyms, and Terms

AEC—availability environment classification
BCP—business continuity preparedness
CO—central office
FIT—failure in time (1 FIT � 1 failure in

109 hours)
MSC—mobile switching center
MTBF—mean time between failures
MTTF—mean time to fail
MTTR—mean time to repair/restore
PSTN—public switched telephone network
ROI—return on investment
UMTS—Universal Mobile Telecommunications

System
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wide-ranging disasters do. This is particularly true for

telecommunications service providers because their

business depends on their networks being operational

24 hours a day, 7 days a week, independent of any

external occurrences. Their customers have very little

patience with network downtime, particularly if the

competition is still operational.

In this paper, we present a new model for BCP

planning for telecommunications networks and a tax-

onomy for the quantification of the network BCP

readiness. We show how to combine a mathematical

model for the network with a model for the disaster

events and use that model in assessing the risks of the

various potential disasters on the network and the

services that it provides. We explain how disasters are

categorized as natural events, technical failures, and

human threats and how disasters in each of those cat-

egories are modeled. We then show how those mod-

els are used to quantify the risk and the potential

financial impact for each disaster at each location

within the network. Finally, we illustrate how the

model is used to justify specific recommendations to

minimize exposure while maximizing the return on

the investment in BCP planning.

Background

Business continuity preparedness comprises the set

of processes by which a business prepares itself for

disasters and unplanned events. These disasters,

which are described in more detail below, include not

only natural disasters such as earthquakes and hurri-

canes and high-profile disasters such as terrorism, but

also everyday disruptions such as local power outages

and service disruptions caused by events like plumb-

ing failures. Since it is not possible to predict precisely

the nature, timing, and severity of these disasters, it is

necessary to be prepared for a variety of disasters that

may occur.

BCP is different from disaster recovery in that

BCP occurs before a disaster event happens, and dis-

aster recovery occurs immediately after the event

takes place. However, planning for the actual recovery

is an integral part of the BCP process.

Most previous work on BCP takes a qualitative

rather than quantitative approach. While this approach

is valuable, it is limited, especially when it comes

to making decisions on how to spend a limited

BCP budget. One such qualitative approach is described

in this section at a high level. We believe that this

type of qualitative approach is both important and

necessary. However, it is not comprehensive, espe-

cially when the business has assets such as a tele-

communications network that need to continue to

operate during the disaster. The following sections

will describe a more quantitative approach, including

a model of both the network and the disasters, which

we believe is an important complement to the tradi-

tional qualitative BCP approach. Only when both of

these methods are applied, can a business achieve

the highest level of disaster preparedness for future

events.

The traditional qualitative approach to BCP plan-

ning generally includes a life cycle with several stages.

Although the number and names of these stages may

differ, the approach is similar. An example of this life

cycle contains the following six stages:

• Plan validation,

• Risk assessment,

• Business impact analysis,

• Plan design and development,

• Plan testing, and

• Plan maintenance.

It is only natural that the plan validation stage

comes first, as one has to know the baseline state
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before starting to analyze and proposing changes. In

the risk assessment stage, the purpose is to learn as

much as possible about the potential risks and what

their impact is on the business. The model and

methodology that we present in this paper generally

focus on two stages: risk assessment and business im-

pact analysis. Using the information from these two

stages, the next stage involves creating the BCP plan.

The final stages are the testing and maintenance of

the BCP plan.

The BCP plan covers all aspects of the business.

For example, a BCP plan includes human issues, such

as how to maintain safety and evacuate employees

during a disaster event, or how to reach employees in

the event of a facility closure. Another area of high

focus is the preservation of data. This includes ensur-

ing that data is backed up in diverse locations in a

timely manner suited for the particular business and

that software and system configurations are kept in

diverse locations and not necessarily in the immediate

area where they are used. Other examples of areas

that would receive a similar qualitative assessment

are facilities, operating systems, application systems,

and policies and procedures. What is not included

here is an assessment of whether a network will re-

main operational and a quantitative way of deter-

mining how much benefit to the network can be

achieved through mitigating actions relative to their

cost. We believe that this additional quantitative

approach is essential to complement the qualitative

approach for businesses that operate a network (e.g.,

a telecommunications service provider) or that de-

pend heavily on having a reliable network at all

times.

Several other methods with some amount of BCP

quantification have been previously used in the in-

dustry. One example is the work from the Harvard

Research Group [4], which defines six availability en-

vironment classification (AEC) levels. The definitions

of the AEC levels include the amount of downtime

that can be tolerated and whether or not data is lost.

The method by which the classification level of a par-

ticular server or function is determined is not speci-

fied, but such a determination may be made by

qualitative inspection, questionnaires, observation, or

another method specific to the system in question.

Another method that has been used involves surveys

of personnel within the business and benchmarks of

their scores against industry-specific practices.

Although both of these methods assign scores, they

are indeed largely subjective, and neither provides

any way to model complicated systems or networks

such as telecommunications or data networks. In ad-

dition, neither includes a method of quantifying the

financial implication of disaster impact in terms of

equipment damage and service downtime.

The Need to Plan for Disasters

Why plan for disasters? The simple answer is that

sooner or later all businesses are eventually bound to

experience some kind of a disastrous event. They can

either try to be prepared to deal with the event or be

caught off guard and suffer the consequences. In

critical industries, such as telecommunications, the

importance of being prepared takes on added sig-

nificance because people and businesses rely on the

services provided by these industries to meet their

everyday needs, especially during disaster strikes.

Disasters happen, usually with disastrous con-

sequences. Below we list a few examples of disaster

events experienced by telecommunications com-

panies [1]:

• May 1988—A fire destroyed a central office (CO)

in Hinsdale, Illinois, causing complete and mas-

sive loss of service to customers and affecting

thousands of businesses and their employees. In

addition, both Chicago airports lost crucial

communication lines to the Federal Aviation

Administration for one day, resulting in flight de-

lays [5]. It is fortunate that the affected customers

themselves were not exposed to the disastrous

event (i.e., the fire), but we can easily imagine a

scenario where loss of service could mean the dif-

ference between life and death.

• September 1989—Hurricane Hugo ravaged the city

of Charleston, South Carolina, destroying every-

thing in its path. This led to massive loss of telecom-

munications services, ironically due to the loss of

electrical power that resulted from the hurricane

strike.
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• October 1989—A major earthquake shook the city

of San Francisco, California, and caused massive

devastation to the infrastructure. Fortunately, loss

of telecommunication was limited and isolated to

areas that suffered from cable cuts.

• October 1990—Illinois Bell suffered a major cable

cut. This led to massive disruptions to financial

institutions; radar services were also disrupted.

The Need to Quantify Disaster Events

The approach we describe in this paper is indeed

applicable to many industries; yet it is best suited, and

was initially developed, to focus on the unique needs of

the telecommunications industry. The unique aspect

of the telecommunications industry to which we refer

is the fact that a telecommunications company gets its

revenue from a network that is expected to operate 24

hours a day, and generally does so automatically.

Furthermore, depending on the type of disaster, parts of

the network may be utilized at a higher rate during the

disaster. This was true during several recent disasters in

the United States including the San Francisco

Earthquake, the September 11 attack on the World

Trade Center, and the more recent power failure in the

Northeast. Therefore, it is most critical for telecommu-

nications companies to ensure that their networks con-

tinue to provide services during a disaster strike.

However, making a network fully redundant, both log-

ically and geographically, may be too costly and too

technically difficult to achieve. Therefore, it behooves

the telecommunications companies to know which im-

provements would best protect their networks and pro-

vide the highest possible level of availability during

likely disaster strikes, while balancing these improve-

ments with their respective costs.

The equipment used to provide the telecommu-

nications services can be very costly to repair or

replace. Therefore, telecommunications service

providers generally want to make improvements that

can minimize damage to this equipment. Often, these

improvements may be disaster specific. For example,

the actions needed to protect against a future flood

would not necessarily protect against an earthquake

and vice versa. Since service providers cannot afford

to protect against every type of natural disaster, it is

most useful to know which disasters pose the highest

risks in their respective regions of operation and the

expected magnitude of the impact of these disasters

on their networks.

The model described below quantifies the proba-

bility of occurrence of disasters and the expected im-

pact that they would have in terms of both lost

revenue due to network downtime and the expected

cost to repair and replace damaged equipment. This is

then used to calculate the loss exposure for each dis-

aster at different sites in the network. Mitigation ap-

proaches for disasters and regions with high loss

exposure are then examined in light of the cost to im-

plement and the expected return, in financial as well

as overall network availability measures. The disas-

ter impact information produced by this method can

be effectively utilized to make intelligent and cost-

effective decisions on how to allocate limited BCP

planning resources.

Description of Model

The model begins by quantifying the reliability of

components in networks based on parameters such

as mean time between failures (MTBF) and mean

time to repair (MTTR). These parameters are then ag-

gregated to assess the reliability of networks compris-

ing multiple components.

We then add probabilistic models of the disasters

that may affect the components in these networks

based on their function and their vulnerability to the

various threats.

Based on the combined analysis of normal com-

ponent downtime and vulnerability to disaster threats,

we quantify the level of preparedness for the overall

network by defining and measuring the following

parameters:

• Aggregate risk of disaster impact based on the in-

dividual risk to individual network components.

• The likely impact of a disaster event to the exist-

ing network. This is based on the individual

impact on each network element in terms of

physical damage to the equipment as well as serv-

ice interruption downtime.

• A better overall network availability number that

takes into account the network availability under
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normal operating conditions, as well as the expected

downtime due to the expected disaster occurrences

that will likely impact the network operations.

• A cost-based analysis of alternative mitigation

strategies that takes into account their expected

costs and benefits on the overall network avail-

ability.

Network Models

In order to assess the availability of a network

and the impact various events have on it, we first de-

velop an encompassing view of the network and its

individual network elements. We accomplish this by

examining the network though three distinct lenses.

Each of these views presents some aspects of the

network that, when combined, lead to an overall un-

derstanding of the network in its totality.

To illustrate how this is accomplished, we take a

simple wireless network and show how it is modeled.

This network is a simplified version of a real, existing

wireless network. The choice of a wireless network is

inconsequential; we could easily show the same

analysis given any communication network such as a

public switched telephone network (PSTN), a data

network, or an optical network.

The first view of the network is called the building

blocks view. As indicated in Figure 1, this view shows

how the various network components are intercon-

nected and which components interact in establishing

and carrying out network services.

The second view of the network shows the actual

geographic layout of the network elements and is

referred to as the map view. As we see in Figure 2, the

map view gives a tremendous amount of information

Cell site

RNC

MSC

HLR

OMC-PS

SGSN

OMC-U

CGF

GGSN Firewall

CGF—Charging gateway function
GGSN —Gateway GPRS support node
HLR—Home location register
MSC—Mobile switching center

OMC-U—Lucent Mobility element
management product for UMTS

OMC-PS—Lucent Mobility element
management product for packet network

RNC—Radio network controller
SGSN—Serving GPRS support node

Cell site

Cell site

Concentrator

Figure 1.
Network view: building blocks view.
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that plays an important role in determining the types of

disasters that may affect the network as well as how

these disasters are best modeled for the various net-

work elements. For instance, by looking at the map

view, we are able to quickly determine which parts of

the network are in the proximity of bodies of water.

This knowledge is useful in modeling flooding as well as

hurricanes and other disasters specific to coastal areas.

In Figure 2, we show the map background as a

plain background for easy viewing; however, by su-

perimposing layers that add features to the map view,

we are able to determine the elevation information

as well as the proximity to certain targets that may

be at a higher risk with regard to human threats.

These targets may include airports, nuclear power

plants, and other high-risk infrastructure.

Figure 2 also shows the site names for the various

sites in this network. The two major sites are named

N (for North) and S (for South). Sibling sites are

named by taking the host site name and following it

with a number that corresponds to its position (with

respect to the host) on a clock dial. Thus, N03 is the

site at roughly 3:00 o’clock from the host site N.

The third view of the network serves as a basis for de-

termining the overall network availability. We refer to it

as the call path view. In order to evaluate the network

availability, we examine the network in a service-centric

fashion by following the path of a particular service

N

N10

N05

N03

S

S02

Figure 2.
Network view: map view showing site names.
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within the network. For instance, given our wireless net-

work, if we consider a call from one wireless subscriber

in the network to another wireless subscriber in the net-

work where the two subscribers are served by distinct

mobile switching centers (MSCs), then the end-to-end

network view is shown in Figure 3. In most cases, the

network will have more than one call path view.

Typically, there is one call path view per type of service of-

fered. As a result, the network availability will vary sub-

ject to the type of service that is being considered.

Disaster Types

We classify different disasters according to the

way in which they occur and their overall impact.

Accordingly, we group the disasters into three distinct

categories:

• Natural disasters,

• Technical failures, and

• Human threats.

Natural disasters. These disasters occur naturally

throughout the world, and they are largely driven by

geographical location and the natural environment.

Some examples of natural disasters are hurricanes,

tornados, floods, earthquakes, and tsunamis. In any

given region, it is well known which disasters occur,

and the history of these is often well documented.

Technical failures. Disasters may result when there

is a failure associated with some technology we depend

upon (e.g., a failure associated with power equipment

leading to a power outage) or when there is a failure of

some technology that causes an environmental threat

(e.g., a failure of equipment leading to chemical leaks

or to nuclear radiation from a power plant, as in the

Chernobyl disaster of 1986). The probability of occur-

rence of these events is determined based on a combi-

nation of historical events in confluence with the

current conditions of the technology in question.

Human threats. These disasters are typically char-

acterized by a purposeful act to disrupt or cause dam-

age. A prominent example of this type of disaster is

the September 11 attack on the World Trade Center.

Although the network under study may not be the

intended target, it may well be impacted by a nearby

User

Cell site

Concentrator

Concentrator

RNC

RNC

ADM

ADM—Add-drop multiplexer MSC—Mobile switching center RNC—Radio network controller

Cell site

User

MSC

MSC

ADM

Figure 3.
Network view: call path view.
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occurrence. This category also includes such acts as

sabotage, vandalism, and anti-corporate attacks.

Disaster Models

For simplicity, we initially assume a normal Poisson

distribution [3] for both natural disasters and techni-

cal failures as shown in Figure 4. We also assume

that various disasters occur independently of one an-

other and that the rate of past occurrences is a good

indicator of the expected future behavior.

As mentioned above, this assumption is made

initially; however, the disaster models, especially the

ones for the technical failures, are then individually

adjusted based on the knowledge of any known rele-

vant parameters. For example, in the case of power

failures, the length and duration of power failures

over the past few years is initially used as a predictor

for the rate and duration of future power failures.

However, the future rate of occurrence is then ad-

justed to account for known changes, such as up-

grades installed by the power company or additional

load on the local power grid due to new construction.

This is then further adjusted to account for power fail-

ures that may result from other natural disasters such

as adverse weather conditions, as appropriate.

In Figure 4, we assume that the probability of a

disaster occurrence, Pd, which defines the probability

of occurrence of a given disaster (Dj) a given number

of times (a) during a time period (T) at a given

network element site (Ei) is based on two essential

parameters. The first, Rd, is defined as the historical

rate of occurrence of the given disaster (Dj) in the

given area of the network where the element (Ei) is

located. The second parameter, Ph, is defined as the

rate of a direct hit of the disaster (Dj) on the precise

location of (Ei). For instance, the rate of occurrence of

a tornado for a given city may be established based on

historical data; this is what we call Rd. However, the

likelihood of a given tornado striking a particular

block or building within the city is then defined as

Ph. Assuming that all neighborhoods within the city

have equal likelihood of being struck by the tornado,

Ph may simply be computed as the area of the neigh-

borhood divided by the area of the city.

Now given Rd and Ph, the probability of occur-

rence Pd is computed as:

.

We also define the probability of having at least one

occurrence (but potentially many more) of a disaster

during the time interval T. This probability can be

computed as:

or simply as:

.

Disasters in the category of human threats are

treated in a different manner. For these types of disas-

ters we assume a small but finite probability of occur-

rence and, instead of computing that probability to the

last digit, we focus our interest primarily on the impact

of such occurrences on the network and facilities.

We make no assumption on the distribution and

no attempt to quantify in any precise manner the like-

lihood of occurrence. Such events are usually driven

by extremely complicated factors that are difficult to

quantify in a precise way. We also believe that the

likelihood of occurrence changes from time to time,

not unlike the threat assessment level that is defined

by the U.S. Department of Homeland Security. As we

� 1 � e�(Rd(Ei,Dj)*Ph(Ei,Dj)*T)

Pd(Ei,Dj)(1�, T) � 1 � Pd(Ei,Dj)(0,T)

Pd(Ei,Dj)(1� , T) � a
�

k�1

Pd(Ei,Dj)(k,T),

Pd(Ei,Dj)(a,T) � e�(Rd(Ei,Dj)*Ph(Ei,Dj)*T) c (Rd(Ei,Dj)*Ph(Ei,Dj)*T)a

a!
d

Number of events

P
ro

b
a
b
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it

y

Figure 4.
The Poisson distribution.
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have seen, that threat assessment level can change

on a daily basis. However, we do use an assumed rate

of occurrence largely based on input from local au-

thorities and a subjective assessment of the network

area and its environs.

Yet, given that the rate of occurrence is not zero,

we make assumptions about the nature of the potential

threat and attempt to quantify the possible and likely

levels of impact. We believe that such an assessment is

helpful in making the network better prepared, irre-

spective of the precise likelihood of occurrence.

Quantifying the BCP Readiness

Once the model has been developed for both the

network and the disasters of interest, it can be used to

generate a number of BCP indicators, which can be

used in guiding the overall BCP effort and focusing

the BCP planning in the most productive directions.

We take the sample network described earlier,

and we model various disaster occurrences on this

network to illustrate how the concept is applied to

the real world. We consider four natural disaster

types, one technical failure, and one human threat.

We depict the various disasters using representative

icons for easier representation (see Figure 5).

Assessing Risks and Impacts

The first type of output we will discuss is the risk-

impact chart. This scatter plot shows the probability of

a disaster striking the network (risk) on the horizontal

axis and the impact of this disaster on the vertical axis.

The risk is defined as the probability of the disaster oc-

curring at least once over a given period of time. This

period of time can be any number of years, although

five years is the most common as it represents a typi-

cal planning cycle for a telecommunications service

provider. The impact is defined as the expected value

of the sum of lost revenue due to service downtime

and cost to repair or replace damaged equipment as a

result of a single disaster occurrence. The impact is

measured in monetary units such as dollars.

Initially, we compute the risks versus impact

numbers for the various network elements on an in-

dividual basis. To do so, we assume that individual

network elements are struck by a disastrous event on

their own. Once those numbers are computed, then

we can discuss the parameters of a real-world disaster

strike.

We define two regions for each hypothetical dis-

aster strike: a physical region and a logical region. The

physical region of impact is defined as the area where

the immediate impact of the disaster takes place. We

assume that all equipment in that area may be dam-

aged by the disaster, although not necessarily de-

stroyed. Some equipment may be partially damaged,

and other equipment may escape harm completely,

depending on the parameters that are defined to gov-

ern the disaster occurrence. For instance, in a flood

event, any equipment located on higher floors within

a building will be assumed to have less risk of direct

water damage from the flood than other equipment

on the ground floor.

The logical region of impact defines the scope of the

network that may suffer loss of service. So while some

equipment outside the immediate region of the disaster

strike will escape physical damage, that equipment may

be subject to downtime. This may result when such

equipment is dependent on other equipment in the area

of the strike that may have sustained damages.

For our case, let us consider the equipment in

one region and for one disaster, flooding in this case.

Natural disasters

Technical failures

Human threats

Hurricane Flood Blizzard Fire

Power outage

Vandalism

Figure 5.
Disaster icons.
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We show in Table I the actual probabilities and

associated costs of flooding on the equipment within

that region. The table shows that the overall risk to

region N03 is the average of the risks to the network

elements and the total damage costs are the sum of

the costs to the individual elements. The downtime

cost is the maximum of the costs that are caused by

each of the element’s failures.

Similarly, these numbers are computed for all the

regions within the network, and then the data is

aggregated to show a complete flooding risk and cost

assessment, as in Table II. For simplicity, in this ex-

ample we consider site N05 as part of site N with re-

spect to flooding. This would imply that the two sites

are close enough and geographically linked such that

a flood event in the one site would simultaneously

affect the other site as well.

Table II. Computing the overall disaster risk and cost.

Cost of Cost of
Probability equipment loss Expected

Site Weight of occurrence damage of service loss value

N 18 0.014598 $675,640 $900,000 $  17,518

S 12 0.229958 $582,114 $900,000 $275,949

N10 8 0.014598 $252,400 $900,000 $  13,635

N03 6 0.014598 $184,400 $900,000 $  13,635

S02 6 0.406744 $184,400 $900,000 $379,899

Overall 0.11334192 $675,640 $900,000 $700,636

Table II shows how the overall disaster risk is the

weighted average of the individual site risks, and the

weight we used in this example is the number of

major network elements at each site; however, other

weighting factors can also be used. Therefore, the

overall risk of flooding is roughly 11%. This can be

seen also by looking at Figure 6. The overall potential

cost of a disaster strike is computed as the maximum

sum of the cost of damage to equipment plus the cost

due to service interruption over the various regions

that are subject to the disaster. In the case of flooding,

the maximum cost is computed as:

Maximum flood strike cost is for region N,

.

Figure 6 shows a sample risk-impact plot for all

disaster types within our study and for the entire net-

work under study. This shows the worst case (or it

can also show the weighted average) risk and impact

for all the sites in the network. This begins to give a

good indication of where the significant risks are,

both in terms of likelihood of occurrence and in

terms of expected potential damage caused by a

disastrous event.

In addition to the plot of Figure 6, it is also possi-

ble to zoom in on individual possible disasters for

additional analysis. By computing the risks for each

site separately, we can examine the risk-impact by

site and by disaster type. We are also able to show the

individual disaster impact on a network element basis.

This helps us to determine where disaster mitigation

CostN � $675,640 � $900,000 � $1,575,640

Table I. Probability of flood damages to individual
network elements.

Element Risk Damage cost Service cost

PSA�4 1.4598% $ 14,400 $560,000

B5-PSA�4 1.4598% $ 34,000 $900,000

B4-PSA�4 1.4598% $ 34,000 $900,000

B3-PSA�4 1.4598% $ 34,000 $900,000

B2-PSA�4 1.4598% $ 34,000 $900,000

B1-PSA�4 1.4598% $ 34,000 $900,000

Site N03 1.4598% $184,400 $900,000
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is most needed. Figure 7 shows a risk-impact plot for

a single disaster type (in this case, flood) for each site

in the network.

Assessing the Loss Exposure

From the risk-impact data, we calculate another

parameter, called the loss exposure, as the product

of the risk and the impact. This shows the actual ex-

pected disaster cost over the time interval under

study. By adding the loss exposure for all the sites in

the network, we are able to deduce the overall ex-

pected cost of the various disasters to the network

under study. Figure 8 shows the loss exposure for

the data in the risk-impact plot shown earlier. The

loss exposure is broken down to separately indicate

its two components: lost revenue due to network

downtime and cost to repair or replace damaged

equipment. Figure 8 also shows that the total ex-

pected loss due to all considered disaster occurrences

is statistically expected to reach $3.174M over the

next five years.

As with the risk-impact plot, the loss exposure

calculations can be broken down by site or further

broken down by component.

Incidentally, this analysis takes into account the pos-

sibility that multiple occurrences of the same disaster

may strike the same site. This is especially true when

the time interval chosen is quite long. To accomplish

this, a recursive algorithm is employed to compute the

sum of the costs of disaster occurrences over the site.

The algorithm is repeated until it converges.

Assessing the End-to-End Network Availability

We can determine the end-to-end network avail-

ability by first computing the expected downtime of

the various components in a given call path view

under normal operating conditions. We do this by tak-

ing the reliability data for the network components.
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Figure 6.
Risk versus impact by disaster type.
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This data includes the mean time to fail (MTTF) and

MTTR in case of failure. Given MTTF and MTTR, we

compute the MTBF as:

.

We also compute the failures in time (FIT) rate as:

,

where 1 FIT is defined as 1 failure in 1,000,000,000

hours of operation.

In addition, we consider the cases where

there are active standby components available as

well as the cases where parallel paths are available in

case of some network element failure. For all cases

of single and parallel subsystems, we use an exten-

sion of the Markov model presented in Telcordia

SR-1171 [6].

FIT �
109

MTTF

MTBF � MTTF � MTTR

In case of a redundant system, we assume an

N � 1 system where N is the number of active units

(see Figure 9). We compute the downtime of each

subsystem on its own using the continuous-time

Markov Chain [2]. Then we combine the individual

downtimes to derive the end-to-end downtime of the

network as a whole.

After determining the expected downtime

under normal conditions, we adjust the computa-

tion to include the expected downtime due to dis-

aster occurrences. This is computed by examining

the downtime per occurrence per disaster strike on

each site in the network. This downtime is multi-

plied by the probability of occurrence and the al-

gorithm is again recursed over possible multiple

occurrences.

By adding the downtimes above we are able to

determine a more realistic number for the actual

network availability.
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Risk versus impact of flooding by network site.
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Mitigation Approaches

From the data in the risk-impact plot and the loss

exposure calculations, we can determine which

disaster-site or disaster-component combinations

would be good candidates for mitigation. Mitigation

proposals generally fall into one of two categories:

• Network redundancy approaches. With these ap-

proaches, the network is made more redundant in

certain high-risk or single point-of-failure areas.

The advantage of these approaches is that they

will allow the network to continue providing

service during a variety of types of disasters. The

disadvantage is that they do not reduce the prob-

ability of damaged equipment that will need to

be repaired or replaced.

• Disaster-specific approaches. These approaches gen-

erally focus on keeping equipment operational

and preventing damage to equipment from a spe-

cific type of disaster. These approaches are most

useful for natural disasters, which are well un-

derstood and occur in a somewhat predictable

manner. For example, a disaster-specific approach

to earthquakes is to make sure that earthquake

bracing according to the recommended guidelines

is implemented in all offices in an earthquake

zone. An approach to floods would be to raise all

equipment off the floor or to move it to a higher

floor within the building.

In most cases, the mitigation approach will reduce

the impact of a disaster while the probability of the

disaster will remain the same. However, in some cases,

it is possible to reduce the probability of the occur-

rence of the disaster. For example, if the disaster of

concern is a power failure, the probability of occur-

rence may be reduced by switching to a more reliable

power company or by improving the wiring inspection

practices so that the wiring is inspected and repaired

more often.

The mitigation approaches are often technical in

nature and should be proposed by someone familiar

with the network technology and/or the given disas-

ter type. In some cases, it is advisable to propose more
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than one mitigation strategy for a given disaster-site

combination with a high loss exposure. When pro-

posing mitigation strategies, it is also necessary to in-

vestigate the cost of implementing each strategy.

For each mitigation strategy that is proposed, the

new parameters are entered into the model and the

new risk, impact, and loss exposure are calculated.

These can be compared with the cost to implement,

and a simple cost-benefit analysis can be performed.

For our example, Table III shows the loss expo-

sure over a five-year study window for the highest six

disasters within the network and the cost of several

mitigation proposals. By mitigating for these particular

disasters, we are able to achieve a better return on in-

vestment (ROI) on the BCP dollars that are spent.

A sample set of mitigations along with their ex-

pected costs is shown in Table IV. Implementing all

the mitigations shown would require an estimated

Normal (1)

(N-1) Active
1 Active

Backup    Active
(2)

(N-1) Active
1 Active
1 Backup

(3)

(N-1) Active
1 Active

cannot fail over
(5)

N Active
Backup

Undetected
(4)

N Active
Backup

Detected
(6)

Figure 9.
Markov model for a N+1 protected system.

Table III. The six costliest disaster strikes.

Probability of Cost of equipment Cost of loss Expected
Event name BCP site occurrence damage of service loss value

Flood S02 0.406744 $184,400 $749,600 $379,899

Flood S 0.229958 $582,114 $617,884 $275,949

Power outage N 0.527633 $0 $400,000 $211,053

Hurricane S02 0.228697 $ 90,400 $826,601 $209,715

Fire S 0.178698 $408,514 $101,487 $ 91,136

Fire N 0.170971 $457,240 $ 52,760 $ 87,195
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total investment sum of $250K. However, we can

compute the expected loss value for the network after

the mitigation is implemented by adjusting the disas-

ter models to reflect the mitigations. The resulting loss

exposure of the network is shown in Figure 10. As

we can see, the overall expected cost of the network

disasters is reduced to $1.9M. This is a saving of

$1.2M in return for the BCP investment.

In the example above, we have chosen specific

recommendations for each of the disaster areas on its

own merit. However, oftentimes certain mitigations,

such as adding redundancy to some network

elements, would improve more than a single disaster

event. This must be taken into account when com-

puting the post mitigation expected loss on the net-

work. It is also possible that some mitigation actions

that have a positive impact on certain disasters may

have a counter and negative impact on other disaster

events. As a simple example, adding a sprinkler system

to a facility would have a positive impact on mitigat-

ing fire occurrences; however, sprinkler systems are

known to malfunction, and therefore that may raise

the risk of water damage and flooding. In that case,

other flood mitigating actions may have to be taken to

counter that possible increase in risk. Alternately, a

dry, gas-based fire extinguishing system, which could

be much more appropriate based on the equipment

involved, would solve the possible negative compli-

cations entirely.

Table IV. Possible disaster mitigation actions.

Recommended Estimated 
Disaster action cost

Fire Add fire resistant walls $ 40K

Flood Move to higher floor $160K

Hurricane Fortify structures and
add wind breakers $ 40K

Power Add battery backup
outage to deficient network

element $ 10K

Total $250K

Loss of revenue due to
service interruption

Cost of equipment damage 
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Conclusion

Disasters can occur anytime, anyplace. Their

nature and timing cannot be precisely predicted, yet

they can be planned for. Indeed, and in the spirit of

homeland security, they must be planned for.

Businesses that are prepared for disasters and unex-

pected events generally fare better than those without

a plan. In particular, businesses that operate networks,

such as the telecommunications service provider busi-

ness, need to plan for their networks to continue op-

eration during the disaster in addition to the

traditional business continuity planning that all busi-

nesses need to do.

In this paper, we have described a model for both

the networks and the potential disasters as well as a

methodology that is used with the models to help

telecommunications service providers more effectively

plan for continuous operation of their networks dur-

ing a disaster. We have shown how the model can be

used to quantify the probability of a disaster strike to

any given location within the network and the finan-

cial impact that the disaster would be expected to

cause. The model can be used, in addition, to quantify

the improvement to these parameters that each pro-

posed mitigation strategy would allow. We have

shown how this information, combined with the

expected cost to implement each mitigation, will give

service providers the knowledge that is needed to most

intelligently decide how to spend their BCP budgets.

It is possible to compute the various aspects of in-

formation about disasters and their potential impact

manually; however, that would be quite laborious

and expensive to do. Therefore, we have developed a

specialized tool that automates much of the process-

ing involved.

Possible future extensions of this work may focus

on extending the model to cover other aspects outside

the network infrastructure and services. This would

likely include the impact of disasters on business

processes and operations and how to quantify the cost

of that impact and the benefits that may be achieved

through alternate mitigation strategies.
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