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A Model-in-the-Loop Interface to Emulate Source
Dynamics in a Zonal DC Distribution System

Weidong Zhu, Steve Pekarek, Member, IEEE, Juri Jatskevich, Member, IEEE, Oleg Wasynczuk, Senior Member, IEEE,
and Dana Delisle

Abstract—A model-in-the-loop capability (MIL) has been de-
veloped to emulate the dynamics of alternative power sources in
a hardware-based dc zonal electrical distribution system. Using
this tool, models of the power sources are simulated in real-time
and interfaced with hardware components at the voltage and
current levels of the power system. Coupling between simulation
and hardware is established through a dc/dc power converter
using model/wall-clock time synchronization. The MIL capability
is illustrated in the emulation of a synchronous machine/converter
power source. Results of time-domain and frequency-domain
studies are provided to validate the approach.

Index Terms—DC distribution testbed, dynamics, hardware-in-
the-loop, real-time simulation, stability.

I. INTRODUCTION

HARDWARE-IN-THE-LOOP (HIL) is a valuable tool for
designing complex interconnected systems. Within HIL,

the data acquisition subsystem, communication network, and/or
computational hardware/software that are to be used to imple-
ment the control algorithms are first interconnected with a com-
puter model of the system to be controlled. Initial evaluation
of the controller is then performed using a computer model to
emulate system performance. The advantages of using HIL as
a design step (as opposed to starting with actual hardware) in-
clude reduced cost, availability of the system, and the ability
to test operating states (damaged, faulted, etc) that may not be
permitted with hardware. The uses of HIL technologies to ana-
lyze and design the monitoring and control subsystems of in-
terconnected power systems are well documented [1]–[5]. In
[1] an HIL system is designed to test the controls for an elec-
trical locomotive propulsion system. In [2], a real-time model
of a three-phase ideal-source rectifier is interfaced with a con-
troller that is used to establish thryistor gate signals. In [3], the
dynamics of a vehicle are modeled in real-time to test the con-
trols for an antilock brake actuation system. In [4], a simulation
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environment that can be used for HIL testing of power elec-
tronic components is described. In [5], controllers are evalu-
ated using a real-time model of a STATCOM. Although the ap-
plications vary, a commonality of HIL approaches is that the
interface between the model(s) and the hardware is at a low
voltage and power level commensurate with the inputs and out-
puts of the control system. In this way, the monitoring and con-
trol hardware/software can be readily evaluated and, if neces-
sary, fine-tuned or debugged before interconnection with the
actual power system.

Recently, there has been impetus to extend HIL concepts
to interconnect computer models of selected components/sub-
systems, such as individual motor drives or generators, with
the actual power system at the higher voltage and power levels
commensurate with the power system [6]–[8]. Specifically, in
[6] the dynamics of an inverter/induction machine is studied
using a hardware-based inverter and a real-time simulation of
an induction machine. To couple the model of the induction
machine with the inverter, the stator currents obtained from the
induction machine model are used as commanded currents to
an ac/ac converter that is coupled to the inverter. In [7], a utility
power system is modeled using a combination of real-time
digital models of components and hardware components. The
interaction of digital models of components and hardware
of power system components is achieved using high-power
amplifiers. Details of the amplifier circuits are not provided in
[7]. In [8], the researchers suggest possible approaches to par-
tition hardware/software components for ac radial distribution
systems. As described in [6]–[8], an HIL in which models and
hardware are interconnected at the voltage/power levels of the
power system [herein referred to as model-in-the-loop (MIL)]
capability enables system integrators to identify potential
source/load interactions and, if necessary, address these issues
through computer modeling, thereby reducing risk and overall
implementation costs.

An obstacle to a MIL interface is the scaling of the inputs and
outputs of the computer model(s) to the voltage and power levels
commensurate with the actual system. A second important issue
is establishing time-domain models of components that can be
executed in real-time. Each of these issues is addressed in this
paper. In particular, an effective partitioning between the phys-
ical system and time-domain computer models is established
for the power-electronic-based dc zonal electric distribution (dc
ZED) testbed system shown in Fig. 1. This configuration is sim-
ilar to that being considered for future naval power system ar-
chitectures [9]. All of the testbed components, which include
multiple power electronic converters, are realized in hardware
and implemented at the University of Missouri-Rolla.
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Fig. 1. Hardware-based dc distribution testbed.

To demonstrate the MIL interface set forth in this paper, the
dynamics of the synchronous generator/rectifier sources are
modeled in real-time using a commercial simulation program.
An interface between the power system and the simulation of
the generator/rectifier source is established using a dc/dc con-
verter and customized model/wall clock time synchronization.
Real-time execution of the computer model is achieved using a
voltage-behind-reactance model of the generator/rectifier and
judicious choice of integration method and its parameters.

The validity of the approach is established through using a
series of time-domain and frequency-domain studies. The pro-
posed approach utilizes a standard personal computer (PC) and
operating system, and is readily adapted to models implemented
across distributed computing platforms. Due to its low cost and
relative simplicity, the proposed MIL interface provides addi-
tional flexibility and greatly reduces the capital required to an-
alyze and design large-scale power-electronic-based systems.

II. DESCRIPTION OF STUDY SYSTEM

Although ac power distribution systems are commonly used
in U.S. Navy ships and many submarines, with advances in
power electronic devices, research is focusing on the imple-
mentation of dc ZED architectures versus conventional ac
radial or zonal distribution systems. Specific interest in the
design of dc ZED systems includes stability and dynamic
performance under pulsed loads, power quality, efficiency, and
survivability. In order to investigate these design issues, a dc
distribution testbed has been constructed at the University of
Missouri-Rolla based upon the topology shown in Figs. 1–2.
The dc ZEDS considered consists of three zones, wherein
power supplies (PS) are used to provide power to two main
dc buses, namely Port and Starboard. Inside each zone, the
power is regulated through converter ship service converter
modules (SSCM) that share loads through a droop control.
Zone 1 supplies a generic high-bandwidth converter-based
constant-power-load (CPL) to emulate nonlinear dynamics of
typical loads in power-electronic systems. In Zone 2, a ship
service inverter module (SSIM) converts the dc to three-phase
ac which supplies the load block (LB). Finally, Zone 3 contains
a motor controller (MC) that is used to regulate torque and
speed of an induction machine. The details of each component,
including circuit diagrams and control parameters are fully
documented in [9].

Fig. 2. Hardware of the dc distribution testbed.

Fig. 3. Block diagram of a model/hardware interface.

III. MODEL-IN-THE-LOOP INTERFACE

A block diagram depicting a general case of the MIL para-
digm is shown in Fig. 3. Without loss of generality, in Fig. 3
the load is assumed to be realized in hardware and the power
source is emulated using the real-time simulation. A conven-
tional HIL system includes an interface between simulation and
intermediate hardware at the voltage/power levels of the control
interface. The simulation-to-hardware interface is realized using
commercially available A/D and D/A boards that can be used
with off-the-shelf PCs and readily interfaced with low-power
level hardware. Assuming a finite sampling rate, this stage is
depicted in Fig. 3 using a zero-order-hold (ZOH) transfer func-
tion .

In the MIL considered, an additional interface between the
model/hardware is created at the voltage/power levels of the
hardware system. Since the simulation output will be either a
current or voltage, the intermediate hardware must be a cur-
rent- or voltage-source converter, respectively, capable of pro-
viding the required current or voltage to the target hardware
system (load). The converter response is determined by the re-
spective control applied and the switching frequency. To pre-
vent the overlap of converter dynamics with those of the compo-
nent modeled in real-time, the switching period of the converter
should be at least an order of magnitude smaller than the fastest
time-constant of the component model. The converter transfer
function is depicted in Fig. 3 as .

In order to ensure that the MIL with hardware portrays the
same dynamic properties as the actual all-hardware system, the
combined effect of and must be negligible in
the frequency range of interest (assuming sufficient accuracy
of the simulated models). In the example described herein, a
wound-rotor synchronous generator connected to a rectifier is
considered to represent the power source to the port and star-
board busses. The components of the MIL system are illustrated
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Fig. 4. Simulation-to-hardware interface.

in Fig. 4. As shown, the dynamics of a generator with its gov-
ernor, prime mover, excitation system, and rectifier are simu-
lated on a PC. The simulated rectifier inductor current repre-
sents an output of the real-time simulation and is used as a com-
manded current to the dc/dc (buck) converter. The buck con-
verter regulates the port (starboard) bus voltage of the hardware
testbed system. Power to the buck converter is supplied from an
independent commercial dc power supply. The bus voltage is
fed back into the simulation to represent the expected load on
the synchronous generator and also as an input to an excitation
control system.

The MIL components in this system include a 2-GHz
Pentium-4 PC, a buck converter, an interface board and cable.
The PC runs under the Windows XP operating system that
provides the platform for all software. A commercial D/A
board with 1.25 MS/S, 12-b resolution, and 16 analog inputs
is used as the interface between the simulation output and the
hardware. A hysteresis modulation scheme has been imple-
mented for the switch-level control of the buck converter. The
model is simulated with Matlab/Simulink [10] using the mod-
eling tool described in [11] and the interface between real-time
simulation and hardware is accomplished using the toolbox
described in [12]. To describe a typical execution sequence, the
time-domain simulation is advanced (integrated) one step at
a time. Provided the CPU time required to solve the model is
less than the numerical time step, the output of the simulation
model is sent to the input of the D/A board and is used as
the current command to the buck converter. The output of the
voltage sensor on the port (starboard) bus is measured using a
Tektronix P5200 high voltage differential voltage probe. The
output of the probe is sent to the A/D input board used for
simulation/hardware interface. The real-time toolbox contains
a library of blocks with real-time input and output support. All
features are implemented as blocks using a standard graphical
interface of Simulink. A timer on the system board of the
computer is used as the time base of the hardware system.

IV. MODEL-IN-THE-LOOP PERFORMANCE

As shown in Fig. 4, at synchronized intervals of time, both
the inductor command current and the bus voltage are sampled

and exchanged between simulation and converter hardware, re-
spectively. The sampled inductor current represents the com-
manded current to the buck converter. If a hysteresis method is
used to control switching of the converter, the time constant re-
lating the commanded current to measured current (assuming
a small-signal disturbance) is on the order of a switching cycle
[13]. Therefore, in order to estimate the effect of errors resulting
from the MIL interface, it is assumed that the combined effect
of and can be approximated as a zero-order
hold [14]

(1)

where is the sampling period of the A/D plus one
switching period of the converter, and is the Laplace operator.
As shown in [13], under hysteresis control, current tracking is
typically achieved in less than a switching cycle. Therefore, (1)
represents a worst-case conservative estimate of the effect of the
MIL interface. Substituting for and rearranging, (1) can be
expressed as

(2)

From (2), it is seen that the transfer function is essentially
a low-pass-filter. Error is decreased as the ratio of de-
creases. At a ratio of 1/10, the amplitude of a signal at the base
frequency is 98.4% of the actual. A phase difference of 18 de-
grees is introduced. In general, the sampling and switching fre-
quencies must be sufficiently higher than the highest frequency
of interest. In practice, the sampling rate is much more diffi-
cult to increase, since it is determined by the execution speed
of the time-domain simulation. Judicious choice of the model
structure and numerical algorithms are critical in achieving fast
simulation and thus maximizing the sampling frequency.

V. GENERATOR/RECTIFIER MODEL

Although real-time execution of models of electric machines
connected to ideal sources has been documented [6], ma-
chine/converter component models are often computationally
intensive and therefore difficult to simulate in real-time. Specifi-
cally, these systems tend to have a wide range of time constants,
e.g., rotor dynamics may have time-constants at the order of
seconds, while switching dynamics may have time-constants
in micro-seconds. Further, for power electronic-based sys-
tems, analytically establishing a model for each switching
topology can be a tedious, if not intractable task. To overcome
this difficulty, it is common to utilize algorithmic methods
to establish a state-model or a resistive-companion model of
the system. Commercial packages that implement algorithms
to solve circuits include EMTP, Spice, Saber, Matlab Power
System Toolbox, etc. Regardless of the choice of package,
there is overhead involved in the algorithmic process and
therefore model structure is critical to minimize computa-
tional effort. Traditionally, the majority of representations of
electric machine used in system simulations are based upon
a reference frame transformation. Although reference frame
transformations are extremely useful, it is often difficult to rep-
resent power electronic circuits in terms of transformed stator
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variables. Therefore, in order to model a machine/electronic
interface, a coupling between the transformed stator variables
and the physical variables of the power electronic circuit must
be developed.

In order to achieve real-time simulation of the generator/rec-
tifier a so-called detailed physical-variable voltage-behind-re-
actance (DPVVBR) machine model [15] was found to be
computationally very efficient and well suited for MIL. In the
DPVVBR model, the stator voltage equations are expressed as

(3)

In (3), is a diagonal matrix consisting of stator winding
resistances, and is a matrix of the form

(4)

The inductances and are functions of the
subtransient inductances of the machine and the rotor position.
Specifically

(5)

(6)

where

(7)

(8)

In (7) and (8), and are so-called - and - axis
subtransient inductances.

The back-emf represents the coupling of the rotor and
stator electromagnetic systems, which can be expressed in a
form

(9)

where

(10)

(11)

and

(12)

(13)

In (10)–(13), and represent the flux linkages of
rotor damper windings and represents the flux linkages of

field winding. It is noted that there is a slight difference in the
form of the DPVVBR model utilized herein and the one de-
scribed in [15]. Specifically, herein the stator back-emf (10) and
(11) contain terms that include rotor resistances multiplied by
stator currents expressed in the rotor frame of reference ( and

). In [15], this term is not included in the back-emf, but rather
is added to the stator resistance, to establish equivalent - and

-axis stator resistances. When transformed to physical vari-
ables, these equivalent resistances appear as coupled stator resis-
tances. Specifically, the stator resistance matrix of the DPVVBR
model is nondiagonal. The two models are in fact identical.
However, it has been found that some commercial simulation
packages do not provide a means to include a nondiagonal stator
resistance matrix. The dynamics of the rotor electrical and me-
chanical systems are expressed in state-model form as

(14)

(15)

(16)

(17)

where is the electromechanical torque produced by the gen-
erator, is the load or traction torque applied on the shaft, and.

and represent the electrical speed and position of the rotor.
A circuit/block diagram of the DPVVBR model is given in

Fig. 5. As shown, when implementing the DPVVBR model,
only the stator branches and nodes are included when defining
the circuit topology. The rotor voltage equations are expressed
explicitly in state model form with rotor flux linkages as state
variables. The subtransient voltages represent outputs of the
rotor model and are incorporated in the stator circuit as depen-
dent sources. The stator branch currents are transformed into
the rotor reference frame and represent inputs to the rotor state
model.

The advantages of structuring the machine model in the form
of (3)–(17) are numerous. First, models of machines can be
directly coupled to complex networks that include switching
converters without the need to establish an interface between
network components represented in terms of physical-variables
(i.e., power converters) and those that are represented in terms of
transformed variables (traditional machine models). Second,
the electrical and mechanical dynamics of the rotor are rep-
resented directly in state-model form. Since the dynamics of
the stator windings of the machines and the network to which
they are connected are generally orders of magnitude faster than
those of the rotor electrical and mechanical subsystems, the par-
titioning provides a natural decoupling of time-scales. This is
advantageous when utilizing stiff ODE solvers and/or multi-
rate integration techniques [16]. Specifically, when utilizing stiff
ODE solvers, the time-step can be increased as the stator tran-
sients subside. If multi-rate integration algorithms are applied,
the partitioning allows one to partition and solve the respective
fast and slow subsystems using different time steps (and pos-
sibly even distinct integration algorithms). In addition, if dy-
namic saliency is neglected, the inductances in (4) become inde-
pendent of rotor position. If one utilizes a numerical algorithm to
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Fig. 5. Voltage-behind-reactance implementation.

TABLE I
PARAMETERS OF SYNCHRONOUS MACHINE

generate a system model, such as the state model generation al-
gorithm presented in [11], the elimination of rotor-position-de-
pendent inductances allows one to generate the state model only
at changes in system topologies. In contrast, if the state-model
contains time-dependent terms, the state model must be up-
dated at each numerical time step. Therefore, elimination of
time-varying inductances can yield substantial computational
savings when modeling synchronous machines. This may be
particularly important when one is attempting to model com-
ponents faster than real-time.

Utilizing the DPVVBR synchronous machine model, the
stator-rectifier network is simulated using an automated
state model generator program implemented as a toolbox for
Simulink. The rotor state model and the rest of the power source
subsystem are implemented in the same model using standard
Simulink library blocks.

VI. RESULTS

In order to demonstrate the proposed MIL interface and
hardware configuration, the power source composed of a
synchronous machine/rectifier system described in previous
section was implemented. The generator parameters, which
correspond to a 3.7 kW synchronous machine in the UMR
laboratory, are shown in Table I. The dc-link inductance in
Fig. 4 is 1.027 mH. In each of the studies, the machine/converter
response was calculated using Heun’s algorithm [17] with a
fixed time step of 92 . The maximum sampling frequency for
model/hardware interaction was 3.6 kHz. Both time-domain
and frequency-domain studies were performed. A hysteresis
modulated switching scheme was used to regulate the current
of the buck converter.

Fig. 6. Simulated steady-state response of machine/rectifier.

Fig. 7. Hardware with MIL steady-state response of machine/rectifier.

In the first study the port bus was connected to a single
27.7 resistance. The response of the simulated machine/rec-
tifier system with the respective load is provided in Fig. 6,
wherein the phase-b and phase-c stator currents and , the
dc inductor current and its frequency spectrum are shown.
The response of the hardware system with the MIL power
source, and identical load is shown in Fig. 7. To effectively
compare simulated and measured responses, the switching
frequency of the buck-converter was filtered from the measured
response using a digital fast-average filter. Comparing Figs. 6
and 7 it is seen that the response of the hardware system with
MIL is in very good agreement with that of the simulated
machine/rectifier. The slight differences in the waveforms of
the dc current are results from errors introduced by the ZOH
sampling. Specifically, for a sampling frequency of 3.6 kHz, the
error in the fundamental component of the dc current (360 Hz),
is relatively minor (2.7%). However, at higher frequencies
(720 Hz and above) the error increases ( ).

To verify the dynamic performance, a step change in load
was also performed. The dc/dc converter used to test the MIL
strategy had a current rating of 15 A. To provide margin of safety
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Fig. 8. Transient responses to the step-change in load.

Fig. 9. Configuration used to measure impedance.

for testing transient conditions, a 20.5- resistor was used to es-
tablish an initial steady-state operating current of approximately
8 A. This represented approximately 50% rated load for the gen-
erator. To introduce a transient, a second resistance was placed
in parallel to provide a combined load resistance of 10 . The
field voltage was held fixed during the operation. The dc-link
currents of the simulated machine/rectifier and hardware system
with MIL are shown in Fig. 8. Comparing waveforms, it is seen
that the transient response is well predicted.

For stability analysis, the output impedance of a power
source is often of interest. For the hardware system with MIL,
source output impedance was measured using the pulsating load
method as shown in Fig. 9 and described in [18]. The resulting
impedance looking into the power source from the dc-link ca-
pacitor is shown in Fig. 10, wherein it is also compared against
the impedance predicted by the detailed simulation (switching
of rectifier represented). As can be seen, both magnitude and
phase match very well particularly in the low frequency range.
As the disturbance frequency approaches within a decade of
the rectifier switching frequency (360 Hz), a difference in the
measured and simulated impedance is seen. This is expected,
since as the small-signal disturbance frequency approaches
the switching frequency, their interaction makes it difficult to
characterize the impedance exactly.

Fig. 10. Measured and simulated source impedance.

Fig. 11. System representation of a simplified dc power system.

Fig. 12. Continuous control representation of the system.

VII. CONSIDERATION OF SYSTEM SMALL-SIGNAL STABILITY

The stability of power-electronics-based distribution systems
is a significant design consideration due to the high-bandwidth
control offered by modern computers and power handling com-
ponents. One technique that is often applied to investigate the
stability of dc power-electronics-based systems is the method of
generalized impedance analysis. To apply this method, a system
is partitioned (or grouped) into a generalized source and load as
shown in Fig. 11. The small-signal impedance characteristics of
the source (denoted ) and the load (denoted ) ob-
tained at an operating point of interest are used to determine
the local behavior and stability of the system. A block diagram
representing the closed-loop source/load system is shown in
Fig. 12.

The system interaction is modeled in the frequency domain,
wherein the transfer function between source and load is repre-
sented as

(18)
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Fig. 13. Discrete control representation of the system.

Fig. 14. Example source with constant power load.

Using the Nyquist criteria, one maps the contour of
to ensure that it does not encircle . This

guarantees that the considered operating point is stable. A
number of stability criterion have been proposed based upon
this generalized technique [19]–[21].

MIL is a useful tool for investigating system stability. One
of the primary benefits is the capability to investigate a wide
range of source parameters prior to construction. However, it
is important to note that the capability of MIL to represent the
physical all-hardware system is a function of the sampling rate
between simulation and hardware. As the sampling frequency is
decreased, the stability of overall system is decreased. To show
this, the dynamics of a MIL system are represented in block
diagram form in Fig. 13. From this diagram, it can be shown that
the output voltage of the MIL-based system can be expressed in
terms of source voltage in the -domain as

(19)

where

(20)

(21)

The open-loop transfer function of the system shown in
Fig. 13 is

(22)

Equation (18) represents the dynamics of the system in which
all components are implemented in hardware. In contrast, (19)
represents the dynamics when MIL is introduced. The capability
of (19) to represent (18) for stability analysis is dependent upon
the sampling frequency. To illustrate differences caused by sam-
pling and its influence on system stability, the system shown
in Fig. 14 was implemented using Matlab. In this system, the
source impedance is a series resistor/inductor with values of
3.22 and 4 mH. The load is a capacitor in parallel with a

Fig. 15. Bode diagrams of a system in continuous and discrete sense.

converter working as a constant-power-load (CPL), that has a
command voltage and power values of 150 V and 800 W, re-
spectively. The values of series resistance, inductance, and bus
capacitance were selected based upon values of filter compo-
nents used in the dc testbed. The 800-W power level (low rel-
ative to a 3.7-kW rating of the generator) was chosen so that
the system was certain to be stable in the steady-state. This pro-
vided a means to ensure that respective instabilities were indeed
the result of low sampling, and not source/load interactions. The
bode diagram of this dc system represented using both contin-
uous and discrete analysis is shown in Fig. 15. It can be seen
that a system that is stable in continuous time, is predicted to be
unstable as the sampling frequency of MIL is reduced. Specif-
ically, at the sampling rate of 1 s, the MIL and continuous
system results are nearly identical; however, when the sampling
period is increased to 0.3 ms, the phase margin becomes neg-
ative, which would predict an unstable system. Similar obser-
vations have been reported in [22] wherein several methods of
selecting the sampling rate to ensure stability of a continuous
plant with sampled controllers are also discussed.

VIII. CONCLUSION

An MIL infrastructure has been set forth and applied to a
zonal dc distribution system being considered for future naval
applications. An effective system partitioning and interface of
models/hardware at the power level has been demonstrated. An
example synchronous machine/rectifier power source was used
to validate the approach in both time and frequency domains. It
was shown that the measured large-displacement time-domain
responses and small-displacement frequency-domain character-
istics (impedances) for the detailed simulation and MIL imple-
mentations are in close agreement, which validates the proposed
approach as an effective tool for system-level design and anal-
ysis. The use of MIL for system-level stability analysis has been
also been considered and is shown to be dependent upon the
sampling frequency of the model/hardware interface.
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