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#### Abstract

This paper considers the problem of motion planning for a car-like robot (i.e., a mobile robot with a nonholonomic constraint whose turning radius is lower-bounded). We present a fast and exact planner for our mobile robot model, based upon recursive subdivision of a collision-free path generated by a lower-level geometric planner that ignores the motion constraints. The resultant trajectory is optimized to give a path that is of nearminimal length in its homotopy class. Our claims of high speed are supported by experimental results for implementations that assume a robot moving amid polygonal obstacles.

The completeness and the complexity of the algorithm are proven using an appropriate metric in the configuration space $R^{2} \times S^{1}$ of the robot. This metric is defined by using the length of the shortest paths in the absence of obstacles as the distance between two configurations. We prove that the new induced topology and the classical one are the same. Although we concentrate upon the car-like robot, the generalization of these techniques leads to new theoretical issues involving subRiemannian geometry and to practical results for nonholonomic motion planning.


## I. INTRODUCTION

IN THIS PAPER we present a motion planner for nonholonomic mobile robots. The goal of this work is two-fold. From a practical viewpoint, we have sought a planner that is exact and yet requires very little computation time. Experimental results highlight its high speed. On the theoretical level, we wish to link the geometric formulation of motion planning to the dynamical systems formulation of differential geometric control theory. This linkage is a recent development in the robotics community. One goal of this paper is to illustrate its utility using the car-like system as an example.

This study has been done in the context of the Hilare mobile robot project (see Fig. 1) being pursued at LAAS/CNRS [11], [16].

## A. The Problem of Motion Planning with Nonholonomic Constraints

Motion planning is one of the better-formulated problems in robotics. Its geometric formulation is the classical "pianomover problem," in which the problem of the motion of rigid bodies amid obstacles in the 3-dimensional Euclidean space is
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Fig. 1. The Hilare family.
translated into the problem of the motion of a point in some space, called the configuration space. With this formulation, the existence of a collision-free trajectory for the body is characterized by the existence of a connected component in the admissible (i.e., collision-free) configuration space. Many papers have proposed general, specific, exact, approximate, efficient, or inefficient methods in order to represent and explore this admissible configuration space (see [25] for a synthesis of these approaches).

However, there are many cases in which this general formulation of motion planning does not hold. This paper deals with the problem of planning constrained motions where the constraints are nonholonomic in nature. More specifically, it appears that the numerous classical methods work only when the robotic system is holonomic and not when it has some nonholonomic constraint between its configuration parameters. As an example, the kinematic constraints imposed by the fact that there are joints connecting the links of a robot manipulator are holonomic. It is for this reason that we can construct a configuration space of joint angles that completely characterizes the location of the manipulator in space. The allowable velocities of a point in this space are precisely the elements of the tangent space of the manifold of configurations. In contrast, a nonholonomic constraint is expressed as a non-integrable equation involving the derivatives of the configuration parameters. Since this equation is not integrable, there are constraints in the tangent space at each configuration (that is, on the allowable velocities) and these cannot be eliminated by defining a more restricted configuration space manifold in which the points can then move in any direction. The main consequence of a nonholonomic constraint is that an arbitrary path in the admissible configuration space does not necessarily correspond to a feasible trajectory for the robot.

Therefore, the existence of a collision-free trajectory is not $a$ priori characterized by the existence of a connected component in the admissible configuration space.

## B. The Differential Geometric Control Theory Perspective

Motion planning with nonholonomic constraints was brought into the domain of robotics in [27]. It has attracted a significant amount of interest during the last few years. The most important results have been obtained by attacking the problem with tools from differential geometric control theory [5], [24], [30], [34], [37]. An overview of the tools linking motion planning together with control theory can be found in [32] and in Murray's thesis [39]. ${ }^{1}$ We summarize these results.

In the presence of a relationship between the robot's configuration variables and their derivatives, two questions arise:

1) Is this relationship holonomic? (i.e., does it reduce the dimension of the configuration space?)
2) If not, does it reduce the accessible configuration space?

In the case of $r$ constraints corresponding to $r$ equations linear in the $n$ derivatives of the parameters, these equations determine what is called an ( $n-r$ )-distribution $\Delta$ on the manifold of configurations. Let us recall that the Lie bracket of two vector fields $X$ and $Y$ is defined as $[X, Y]=\partial X . Y-$ $\partial Y . X$. The equations are integrable (or holonomic) if and only if $\Delta$ is closed under the Lie bracket operation (Frobenius' theorem, see for instance [48]).

From a control theory perspective, a control is a function that allows one to choose the system state velocity at a given time by a weighting of smooth vector fields. The control Lie algebra associated with $\Delta$, denoted by $L A(\Delta)$, is the smallest distribution that contains $\Delta$ and is closed under the Lie bracket operation. The answer to the second question is then given by the non-linear system controllability theorem (see for instance [17], [35], [52]), which is known as the Lie algebra rank condition (LARC): if the rank of $L A(\Delta)$ is full at a given configuration $c$, then there exists a neighborhood of $c$, all of whose points are reachable by the system from $c$. In this case, the system is said to be locally controllable [53]. LARC is a local condition. If the rank condition holds everywhere in the configuration space, then we will say that the system is controllable. From the motion planning point of view, the existence of a collision-free trajectory for a controllable system is characterized by the existence of a connected component in the free (i.e., admissible and without contact) configuration space.

Unfortunately, this result answers the question of the existence of a feasible trajectory, but does not solve the complete problem of efficiently producing a trajectory. Nevertheless, as a consequence of the controllability theorem, we can hope that the search for a trajectory for a controllable nonholonomic

[^1]system can be steered by a solution of the associated unconstrained one. This simple idea is the basis of our algorithm.

## C. Related Work

The control theory point of view of motion planning for nonholonomic systems has been attacked without considering the presence of obstacles. Murray and Sastry in [38], [39] explored the use of sinusoidal controls in steering some class of nonholonomic systems: the class of systems that can be converted into a so-called "chained" form. Because of the special form, there exist simple sinusoidal iterated controls that generate motions steering a given coordinate to the goal while leaving the previous ones unchanged.

At the same time, Lafferiere and Sussmann [24] proposed a general approach to plan complete trajectories for controllable systems without drift. Their strategy generates piece-wise constant controls. An initial (not necessarily feasible) path is first assumed to be given. This path is then expressed locally on some special basis (P. Hall basis) of the tangent space. The coefficients computed from the linear combinations of the tangent vectors define controls that produce a feasible path approximating the initial one. In [18], Jacob gives an account of this strategy by using another basis (Lyndon basis) that reduces the number of pieces of the solution.

The obstacle avoidance problem for general systems has been attacked by Sussmann and Liu in a clever (and difficult) paper [54]. The authors give an algorithm for constructing a sequence of admissible trajectories that converge uniformly to any given path. This guarantees that one can choose an admissible trajectory that is arbitrarily close to a given collision-free path. Such a method has been applied to planning paths for a four-body mobile robot (i.e., a mobile robot with three trailers) [57]. As in [38], the method uses sinusoidal inputs.
Nevertheless, as pointed out by the authors, the main difficulty is determining the "size" of the free space allowed around the steering solution. The answer demands a study of the topologies that can be induced on the configuration space by different metrics. This study is developed in the current paper for the case of a car-like robot.

## D. Overview of the Results

Our nonholonomic motion planner is based on the following scheme. First of all, a collision-free path is generated ignoring the nonholonomic and curvature constraints. Such a path can be generated by any geometric motion planner that solves the piano movers problem, giving a path that is strictly collisionfree. In order to transform this path into one that is feasible with respect to the nonholonomic and curvature constraints, we make use of an exact characterization of the minimallength constrained path connecting any two configurations, in the absence of obstacles. This characterization has been produced by Reeds and Shepp in [43]. In order to account for the obstacles, our algorithm iteratively computes a set of subgoals along the initial geometric path. These subgoals are chosen so that, even with the motion constraints, the minimal-length constrained path connecting successive pairs
of configurations is collision-free. The complete trajectory formed by concatenation of the paths between subgoals is then collision-free and respects the nonholonomic and curvature constraints. Because the resultant feasible trajectory is highly dependent on the initial path that it approximates, it is then optimized to give a path that is of near-minimal length in its homotopy class. The algorithm we present is exact. No a priori assumptions need to be made in discretizing the environment. As an example, the algorithm can generate a collision-free feasible trajectory for parallel-parking the robot in an arbitrarily tight space, if one exists (Fig. 6).
The completeness and the complexity analysis of the algorithm are based on the study of the configuration-space topology defined from the metric induced by the length of the shortest feasible paths in the plane. After introducing the formal model of a system we term the car-like robot (Section II-A), we prove its controllability (Section II-B). Then we present the work by Reeds and Shepp on the shape of the shortest paths (Section II-C) and a topological property dealing with the metric induced by such paths (Section II-D). This topological property is linked with the sub-Riemannian geometric framework. It constitutes the main result for designing (Section III) and analyzing (Section IV) our algorithm. We then present experimental results obtained from two different implementations (Section V). Finally, we conclude with a generalization of the approach and we pinpoint the theoretical challenge involving optimal control theory and sub-Riemannian geometry. Appendices B and C present proofs of the controllability property and the topological property of Section II. A goal of the proof presentations is to illustrate the theoretical underpinnings of differential geometric control theory, mainly the Lie algebra rank condition (Appendix B), and the way to compute the shape of singular metrics in sub-Riemannian geometry (Appendix C).

It should be noted that the details of the operation of the algorithm (Section III) can be understood and used without any reference to the proofs of convergence and complexity.

## II. Planning Paths for a Car- Like Robot

## A. The Car-Like Robot

The system that we call the car-like robot is a simplified model of the constraints on the movement of a real car (Fig. 2). It takes into account both the nonholonomic constraint

$$
\begin{equation*}
\dot{y} \cos \theta-\dot{x} \sin \theta=0 \tag{1}
\end{equation*}
$$

that specifies the tangent direction along any feasible path for the robot and a bound on the curvature of the path.

It is perhaps more clear when we translate the kinematic constraints into a set of differential equations with the allowable controls explicitly specified.

From the driver's point of view, a car has two degrees of freedom: the accelerator and the steering wheel. We consider the midpoint of the rear wheels as the reference point. We assume that the distance between both rear and front axles is 1. We denote by $v$ the speed of the front wheels of the car and by $\phi$ the angle between the front wheels and the main


Fig. 2. A car-like robot.
direction of the car. ${ }^{2}$ Simple arguments show that the control system is the following:

$$
\left(\begin{array}{c}
\dot{x} \\
\dot{y} \\
\dot{\theta} \\
\dot{v} \\
\dot{\phi}
\end{array}\right)=\left(\begin{array}{c}
v \cos \phi \cos \theta \\
v \cos \phi \sin \theta \\
v \sin \phi \\
0 \\
0
\end{array}\right)+\left(\begin{array}{l}
0 \\
0 \\
0 \\
1 \\
0
\end{array}\right) v_{1}+\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
1
\end{array}\right) v_{2}
$$

Since we are concerned only with obstacle avoidance, neither the position of the front wheels nor the speed of the vehicle are relevant to the problem. This allows consideration of the following simplified system:

$$
\left(\begin{array}{c}
\dot{x} \\
\dot{y} \\
\dot{\theta}
\end{array}\right)=\left(\begin{array}{c}
\cos \theta \\
\sin \theta \\
0
\end{array}\right) v \cos \phi+\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right) v \sin \phi
$$

This system can be viewed as a nonlinear system whose controls are $v$ and $\phi$.
The constraint on the turning radius is expressed by $|\phi| \leq \phi_{0}$ where $\phi_{0}$ is a strictly positive real. Let us fix $\phi_{0}=\frac{\pi}{4}$. Moreover we assume that the velocity of the car is upperbounded by 1 . The turning radius is then also upper-bounded by 1 .

By putting $u_{1}=v \cos \phi$ and $u_{2}=v \sin \phi$, the system can be written in the following form.

$$
\left(\begin{array}{l}
\dot{x}  \tag{2}\\
\dot{y} \\
\dot{\theta}
\end{array}\right)=\left(\begin{array}{cc}
\cos \theta & 0 \\
\sin \theta & 0 \\
0 & 1
\end{array}\right)\binom{u_{1}}{u_{2}}
$$

with

$$
\begin{equation*}
\left|u_{2}(t)\right| \leq\left|u_{1}(t)\right| \leq 1 \tag{3}
\end{equation*}
$$

The constraint on the controls must hold for all $t$ in the domain of definition. For ease of reference, we write the vector fields separately:

$$
X_{1}=\left(\begin{array}{c}
\cos \theta  \tag{4}\\
\sin \theta \\
0
\end{array}\right) \quad X_{2}=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)
$$

[^2]
## B. Controllability of the Car-Like Robot

In spite of the constraints on the controls given by inequalities (3), the proof of controllability is a straight-forward application of the nonlinear local controllability theorem that states that for the system to be controllable, the LARC condition holds. It suffices to consider the two constant admissible controls

$$
\begin{equation*}
\binom{1}{0} \text { and }\binom{1}{1} \tag{5}
\end{equation*}
$$

that respect the curvature bounds. The first control corresponds to a straight-line motion (corresponding to the vector field $X_{1}$ ), while the second one produces an arc of circle of minimal radius (corresponding to the vector field $X_{1}+X_{2}$ ). The coordinates of [ $X_{1}, X_{1}+X_{2}$ ] are:

$$
\left[\left(\begin{array}{c}
\cos \theta  \tag{6}\\
\sin \theta \\
0
\end{array}\right), \quad\left(\begin{array}{c}
\cos \theta \\
\sin \theta \\
1
\end{array}\right)\right]=\left(\begin{array}{c}
-\sin \theta \\
\cos \theta \\
0
\end{array}\right)
$$

One verifies easily that the Lie algebra generated by $X_{1}, X_{1}+X_{2}$ and [ $X_{1}, X_{1}+X_{2}$ ] is 3-dimensional everywhere in the configuration space, and so the system is controllable. Thus, even with curvature bounds, this system can be placed into the framework of differential geometric control theory.

Property 1: The car-like system is controllable.
Appendix B gives two direct proofs of this result. The first is presented without any reference to Lie brackets of vector fields. The second appears as a reading of the first one from the differential geometry point of view. It illustrates the theoretical foundations of the Lie algebra rank condition.

## C. Shortest Paths for a Car-Like Robot

The study of shortest paths in the absence of obstacles for a system similar to the car-like robot was performed by Dubins [12]. The linear velocity control $u_{1}$ is fixed equal to one. In this case, the system has a drift term and is no longer symmetric. Dubins proves that the shortest paths are curves of class $C^{1}$ composed of arcs of circle with radius 1 and straight line segments. It is interesting to note that the system is locally controllable. Nevertheless, it is possible to determine initial and final configurations that are arbitrarily close, but that require paths whose lengths do not converge to zero: the system is no longer small-time locally controllable (see Appendix B for details about this notion).

Reeds and Shepp [43] have extended the work of Dubins to the car-like system we consider here. Because the linear velocity control $u_{1}$ can take on both positive and negative values, they allow maneuvers, or cusps, along the path. The shortest paths are then piece-wise smooth and have bounded curvature where it is defined. It is clear that between cusps, the path must be of the form given by Dubins.

Essentially, their method is to show that any path with more than two cusps can be reduced to a path with at most two cusps, which is not longer and is possibly shorter. They then eliminate some of the allowable curves using a homotopy argument. Finally they obtain a finite family of curves containing a


Fig. 3. Examples of shortest paths.
shortest path ${ }^{3}$ One can then design an algorithm in order to compute a shortest path between any two configurations. Examples are shown in Fig. 3.

Notice that, as in Dubin's works, this characterization was done without obstacles.

New proofs of Reeds and Shepp's result have been obtained in the framework of the optimal control theory [8], [55] by using the maximum principle, a general theorem giving necessary conditions for trajectories to be optimal. Finally, it is possible to complete Reeds and Shepp's characterization of the shortest paths by providing the synthesis of all the shortest paths; i.e., by providing necessary and sufficient conditions of existence of the shortest paths for all the paths in the Reeds and Shepp's family, according to the start and goal configurations [47].

Remark 1: The model of Reeds and Shepp's system does not fit exactly with our model. Indeed, Reeds and Shepp assume the linear velocity to be constant and equal to 1 , while our model just considers that the linear velocity is upperbounded by 1. Nevertheless, Sussmann and Tang prove in [55] that the shortest paths for systems satisfying the inequalities (3) are the same as for Reeds and Shepp's problem.

## D. The Shortest Path Metric and Sub-Riemannian Geometry

Because we have the exact form of the shortest paths for the car-like system, we can algorithmically compute the arclength in the plane of the shortest path connecting any two configurations. Furthermore, there is a one-to-one correspondence between the paths in the Euclidean plane $\mathbf{R}^{2}$ and the paths in the configuration space $\mathbf{R}^{2} \times S^{1}$ that satisfy the nonholonomic constraint 1 . Therefore, it is clear that such a distance is a metric on the configuration space. Let $d_{R S}$ denote this metric.

The notion of a metric brings up the question of the nature of the induced topology. Not only that, but in the problem of motion planning for a mobile robot, we must also deal with obstacles that lie in the plane, and therefore with a standard Euclidean metric on the plane. By examining the distance between nearby configurations in the shortest-path metric, we can determine the reachable set in the presence of obstacles. We have then to compare both topologies. This is done by the following property that constitutes the main result of this paper:

[^3]

Fig. 4. The same ball from two points of view.

Property 2: For any point $c=(x, y, \theta)$ sufficiently near the origin $o=(0,0,0)$,

$$
\frac{1}{3}\left(|x|+|y|^{1 / 2}+|\theta|\right) \leq d_{R S}(c, o) \leq 12\left(|x|+\left.y\right|^{1 / 2}+|\theta|\right)
$$

The proof of this property appears in Appendix C. The shape of the $d_{R S}$ metric implies that the associated topology and the Euclidean one are the same. ${ }^{4}$ More precisely:

Corollary: For each neighborhood (in the Euclidean topology) $\mathcal{N}(c)$ of a configuration $c$, there exists a neighborhood (in the Euclidean topology) $\mathcal{N}^{\prime}(c)$ such that for any configuration $c^{\prime} \in \mathcal{N}^{\prime}(c)$ the path corresponding to the shortest path between $c$ and $c^{\prime}$ is included in $\mathcal{N}(c)$.

The proof of the convergence of our algorithm below requires this precise corollary, while the complexity analysis is based on Property 2.

Fig. 4 shows a ball computed in the $d_{R S}$ metric. When the radius of the ball increases the ball looks like a "cylinder." This phenomenon is not surprising: when $c$ is far to the origin the associated shortest path contains a long straight line segment and its length is dominated by the length of this segment. In this case, $d_{R S}(c, o)$ is equivalent to $|x|+|y|$.

A general perspective to compare both topologies is to use the methods of sub-Riemannian geometry (see Strichartz's paper [50] for an introduction). Metrics can be defined by minimizing the length of all trajectories linking two given points. When the systems are nonholonomic, such metrics are said to be sub-Riemannian (or Carnot-Caratheodory, or singular). For the car-like system this metric is obtained by minimizing $\int\left(u_{1}^{2}+u_{2}^{2}\right)^{1 / 2} d t$. The shortest path metric $d_{R S}$

[^4]consists in minimizing the integral of the linear speed, i.e., $\int\left|u_{1}\right| d t$. This is not a sub-Riemannian metric. But we can prove [6] that both are equivalent. Finally, general arguments give the shape of the sub-Riemannian metric [15], [50] that would lead to state Property 2 . The direct proof of Property 2 in Appendix C illustrates principles underpinning subRiemannian concepts and the ways to process them.

Notice that the connection between motion planning for nonholonomic systems and sub-Riemannian geometry is also investigated by Murray and Sastry [37] in the framework of grasping and manipulation by multifingered hands.

## F. Computational Consequences

At this stage, let us summarize our results and let us link them to the motion planning problem.
The controllability of a car-like robot means that the existence of a collision-free feasible path for the system is characterized by the existence of a path included in an open set of the free configuration space for the associated holonomic system. In other words, any path for the holonomic system can be approximated by a feasible path. As we said in the introduction, the decision problem of motion planning is solved at this step.

The topological property (Corollary above) is more precise. It constitutes a local constructive proof of accessibility. It says that any path of the holonomic system (included in an open set of the admissible configuration space) can be discretized into a finite number of points such that, if one joins two consecutive points of the path by a Reeds-Shepp curve, one obtains a new path that constitutes a feasible collision-free path for the nonholonomic system. ${ }^{5}$ The algorithm below applies this principle precisely. Finally Property 2 will be used in order to provide an upper bound of the number of subdividing points required by the method.

## III. Operation of the Algorithm

The basic idea of the algorithm is to generate a path that is feasible with respect to the curvature and nonholonomic motion constraints by approximating a first path found by a lower-level geometric planner. In order to link intermediate configurations along the path generated by the geometric planner, we use the shortest path from the set of shortest feasible paths in the absence of obstacles, as given by Reeds and Shepp. Additional intermediate configurations are computed by recursively subdividing the geometric path whenever a collision is detected along a given feasible subpath. Hence, we start by trying to reach the goal directly from the initial configuration by the shortest feasible path. If this path intersects an obstacle, the configuration halfway along the solution path of the holonomic system is used as a subgoal. The problem is thus broken into two subproblems. If, at any point, the minimal length path between subgoals is not collision-free, then we recursively subdivide the holonomic path. When all of the necessary subdivisions are completed, the concatenation

[^5]of all the feasible paths will be collision-free and respect to nonholonomic and curvature constraints.

Therefore, the algorithm that finds paths for a nonholonomic system consists of three steps:

1) Plan a collision-free path for the geometric system; i.e., without taking into account any nonholonomic constraint. If one does not exist, then no feasible path exists.
2) Perform subdivision on the path until all endpoints can be linked by a minimal-length path satisfying the nonholonomic and curvature constraints.
3) Perform an "optimization" routine to remove extra maneuvers and reduce the length of the path.
In the following, we detail each of the three steps. We then prove the convergence and the completeness of the algorithm in Section IV-A, while Section IV-B analyzes its complexity by providing an upper bound on the number of subdivisions of Step 2) above.

## A. A Solution for the Holonomic System

The first part of our approach is to find a collision-free path for the robot without the nonholonomic and curvature constraints. This path characterizes the homotopy class in which the subdivision method will have to work. While we discuss a specific global motion planner in this work, we wish to make clear that this approach can be based upon any motion planner that can return a path lying wholly in the free configuration space. Experimental results will present two implementations based on two different geometric planners. The first one runs for a polygonal robot, the second one for a disk.

Over the past five years, results from computational geometry have allowed the efficient solution (i.e., by exact and complete techniques implementable with good practical and theoretical time complexity) of the problem of motion planning for a robot in a polygonal scene.

The general case of a non-convex polygon moving in a polygonal space has been attacked by Avnaim, Boissonnat, and Faverjon [3]. An exact boundary description of the free space is computed in $O\left(n^{3} \log n\right)$ (where $n$ is the number of edges of the environment). From this description a motion in contact can be found in $O\left(n^{3}\right)$.

In the same reference, authors present a cell decomposition of free space yielding a motion planner that produces paths without contact. The algorithm runs in $O\left(n^{6} \alpha(n)\right)$ (where $\alpha$ is the inverse of the Ackermann function). This bound has been improved to $O\left(n^{5} \log n\right)$ in [4].

The method we use produces semi-free paths (i.e., paths for which some portions are in contact), while the controllability result we have presented assumes that the trajectory of the holonomic system has to lie in an open set. We resolve this problem by assuming that the environment is in general disposition (i.e., the closure of the free configuration space is equal to the admissible-free and contact-configuration space; see [27] for details on the connectivity and the topology of the various configuration subspaces). With this hypothesis


Fig. 5. Collision detection along a circular arc.
a trajectory in contact may always be displaced from the boundary in an open set of the free space (see [31] for details).

For the case of a circular robot we use a geometric planner based on the computation of the Voronoï diagram of a set of polygons, as described in [41]. The holonomic paths produced by such a planner are as far as possible from the obstacles.

## B. Computation of a Feasible Path

1) General Scheme: At this point we assume that we have been given a path for the geometric system, which lies completely in the free configuration space. That is, at no point does the body of the robot touch an obstacle. Let us denote this path as $\gamma(s) \in \mathbf{R}^{2} \times S^{1}$, where $s \in[0,1]$. Thus, $\gamma(0)$ is the initial configuration and $\gamma(1)$ is the final configuration. The problem is that the tangent to $\gamma(s)$, in general, does not satisfy the differential equation (1) or the control constraints (2) and (3). That is $\dot{\gamma}(s)$ may not be in the span of $X_{1}$ and $X_{2}$, or if it is, it may not satisfy the constraints on $u_{1}$ and $u_{2}$. The second step of the algorithm acts to generate a collisionfree trajectory that does satisfy for these motion constraints by approximating the path $\gamma(s)$.

The operation of the algorithm is extremely simple. We begin by computing the minimal-length feasible trajectory (ignoring the obstacles) that connects the initial and final configurations. If this path is collision-free, we stop and return this trajectory. If there is a collision along the trajectory, we generate the configuration, $\gamma\left(\frac{1}{2}\right)$, which is halfway between the initial and final configuration along the path provided by the geometric planner. We then generate the two minimallength paths between the initial configuration and $\gamma\left(\frac{1}{2}\right)$, and between $\gamma\left(\frac{1}{2}\right)$ and the final configuration. If either of these two paths has a collision, we continue the subdivision $\gamma(s)$ in the appropriate subinterval of $[0,1]$, at each point generating and testing two minimal length paths for each original interval along $\gamma(s)$.
2) Collision Detection: Collision detection must be performed during the operation of the algorithm in order to determine when the process of subdivision has succeeded in a particular interval. It should be noted that the detection of collisions is performed for a certain pre-specified class of trajectories. In particular, for the car-like robot, the trajectories are composed solely of arcs of circles and straightline segments. Such trajectories lend themselves to extremely rapid and exact collision detection, based solely upon the intersections of arcs of circles and line segments, as illustrated in Fig. 5. Furthermore, arctangents need not be computed,
since the ordering of possible intersections by angle can be done by comparing the sines and cosines of the angles, which can be computed from the cross and dot product of the appropriate vectors.

In our current implementation, collision detection is performed by considering pairs of robot vertices and obstacle edges, and obstacle vertices and robot edges. For each portion of a trajectory, we perform $O(m n)$ operations, where $m$ and $n$ are the number of robot vertices and obstacle vertices, respectively, but it seems clear that with some preprocessing we could reduce this complexity. ${ }^{6}$

Finally, collision detection for the case of a disk is easy to implement efficiently.
3) Subdividing the Geometric Path: In our current implementation, the geometric path is returned as a list of intermediate configurations linked by a specified type of path. In order to avoid continually re-reading this list, the configurations are read into an array. ${ }^{7}$ This array is then used as the basis for the subdivision algorithm. That is, the algorithm consists of a single recursive procedure that operates on the array of configurations, passing a sub-array to itself in the case that the first and last elements of the given array can not be linked by a collision-free minimal-length curve. In the case that the array consists of only two elements, we interpolate along the curves using our knowledge of the type of path linking the two configurations. In this way, the number of operations performed depends linearly upon the size of the smallest subinterval that must be generated. Precisely, it is $O(L / \Delta s+K)$, where $L$ is the arclength of $\gamma(s), \Delta s$ is the size of the smallest sub-interval, and $K$ is the number of subpaths originally used to specify $\gamma(s)$. We address the computation of $\Delta s$ in Section IV-B.

## C. Optimization of Feasible Trajectories

The trajectory that is generated by the action of the first two steps of the algorithm is both collision-free and feasible with respect to the nonholonomic and curvature constraints. However, its exact form is highly dependent on the initial trajectory generated by the geometric planner in the first step. We would like to reduce this dependence and, furthermore, provide a path that is shorter and has fewer maneuvers. Because we know the form of the minimal length path between any two configurations, we simply search for collision-free paths that connect intermediate configurations on the initial feasible trajectory. We should emphasize, however, that the optimization of the trajectory is not possible in the sense that, in general, in the presence of obstacles, the infimum of path length can not be attained by a collision-free path. The minimum-length path between two configurations in the presence of obstacles is not collision-free; it will pass through the boundary of the free configuration space.

Because the notion of minimal length can only be defined locally, we present a iterative relaxation-based method that

[^6]incrementally reduces the path length. Its stopping conditions are based upon a certain number of repeated failures to reduce the path length. Perhaps the best justification for the technique we propose is that, in practice, it is highly efficient at generating a subjectively pleasing trajectory in a short time.

At each iteration, two intermediate configurations along the current feasible path are generated randomly. The minimumlength feasible path connecting these two configurations, ignoring the obstacles, is then calculated. If this path is collisionfree and is not the same length as the original portion of the path passing between the two configurations, it replaces that piece in the resulting feasible path. Because it is of minimal length in the absence of obstacles, we know that the new path is no longer than the original. In fact, this technique typically generates paths that are significantly shorter than the initial path. However, because we are always replacing a portion of the initial path with a minimal-length path, the length of the path is always non-increasing. Thus, the relaxation method is extremely likely to find a "locally minimal"-length path, and not a global minimum.

Remark 2: There are techniques available, such as simulated annealing, to attempt to find a globally optimal solution, for such a nonlinear constrained optimization problem. However, such techniques tend to require a great deal of time to converge, and hence we have ruled out their use in the nearterm. Because the planner can operate on any collision-free trajectory, it seems more likely that gains in finding better trajectories can be achieved by adding heuristics to the initial geometric planner so that it produces an initial path that is more suited to the nonholonomic system. It is one of the strengths of this method that any heuristics added at this stage do not affect the completeness or exactness of the overall planner.

## IV. AlGORITHM ANALYSIS

## A. Convergence and Completeness

Now that we have defined the basic operation of the algorithm, we need to show that, in fact, this algorithm converges and is complete; i.e., it will always find a path if one exists. The key property we need is as follows.

Given any $\epsilon>0$, there exists $\delta>0$ such that for any two configurations that are separated by less than $\delta$, all the configurations along the shortest path connecting them will lie in some neighborhood of diameter $\epsilon$ of the two configurations. ${ }^{8}$

This result is a straightforward consequence of the topological property (see the corollary in Section II-D). It is enough to prove both convergence and completeness of the algorithm because, if one sufficiently subdivides the path provided by the geometric motion planner, then at some point a sequence of configurations will be generated that are sufficiently close that the shortest paths linking each of these configurations must necessarily lie in the free configuration space. From compactness of the initial reference path, it is always possible to provide a finite covering of it by neighborhoods satisfying

[^7]this property. From this it is clear that the algorithm converges in finite time.
The completeness of the algorithm depends only on the completeness of the geometric planner used for computing the first holonomic path. Since both geometric planners described above are complete, we can conclude that the two planners are complete.

## B. Complexity

Complexity of the algorithm is another question that must be answered. Here the relationship between $\epsilon$ and $\delta$ becomes important.
The algorithm splits a given holonomic path into pieces that are replaced by shortest paths. Property 2 says that in the worst case the length of the feasible path connecting two configurations is of the order of the square root of their separation measured in the Euclidean norm, ${ }^{9}$ i.e., $\delta$ is in $O\left(\epsilon^{1 / 2}\right)$. Therefore, if the geometric planner computes a path for which all the configurations are contained in an open ball of size $\epsilon$ lying completely in the free configuration space, then the geometric path must be cut into pieces of length at most $O\left(\epsilon^{2}\right)$ in order to be guaranteed that the feasible path joining them does not leave the free configuration space. Thus, in the worst case, the subdivision procedure will continue until it cuts the path into portions of this length.

Note that the worst case is necessarily reached in the case of the parking task (see Fig. 6) when we replace both front and rear "obstacle-cars" by two long vertical walls of length $L$; in this case the algorithm runs in $O\left(L / \epsilon^{2}\right)$ with $\epsilon$ being related to size of the free-space, i.e., equal to the difference between the width of the corridor and the length of the car.
What is interesting here is that the complexity of the algorithm strongly depends upon the path generated by the geometric planner in the first step and the "size" of the free space around this path. From a practical point of view, the algorithm is more efficient as the geometric path is farther from the obstacles. For instance, using a Voronoï diagram as geometric planner for the case of a circular system makes the algorithm converge very quickly (compare the running times of Step 2 in Fig. 7 and 10).
This idea has been developed by Mirtich and Canny [36] in a method closely parallel to our algorithm. Rather than compute a Voronoï diagram of the environment, the authors construct a skeleton formed by the set of configurations of maximum clearance with respect to the obstacles, where the clearance is computed in the $d_{R S}$ metric.
Finally, the complexity of our algorithm depends also on the lower bound $\rho$ on the turning radius. Simple geometric arguments show that, for some fixed value of $\epsilon, \delta$ is in $O(1 / \rho)$. This means that our algorithm runs in $O\left(\rho / \epsilon^{2}\right)$.

## C. Comments

1) On the Number of Cusps: The optimization routine (Step 3 of the algorithm) leads to reduce the number of pieces of shortest paths provided by Step 2 of the algorithm.
${ }^{9}$ Indeed, when $c=(x, y, \theta)$ is sufficiently near the origin, $|x|+|y|{ }^{1 / 2}+|\theta|$ is dominated by $|y|^{1 / 2}$.

Moreover, shortest paths, as characterized by Reeds and Shepp, do not contain more than two cusps. Therefore, as a side effect, reducing iteratively the length of the global path reduces the number of cusps.

Nevertheless, our algorithm does not find a path with a minimum number of cusps. The problem of finding such a path is a very difficult and open one (see [5] for an approximated solution of the problem). Evaluating the computational complexity of this problem is also unsolved at this time. To our knowledge, the only existing results deal with the existence of smooth paths [14], [19] (see Appendix A for other references on planning smooth paths for a car-like robot).

Finally, the above relationship between $\delta$ and $\epsilon$ shows that the number of maneuvers for the classical car-parking task increases as the square of the decreasing free-space. As car drivers, we may verify this result everyday....
2) On the Shortest Paths in the Presence of Obstacles: As mentioned above, the algorithm does not find an optimal length path. Indeed, the algorithm works in components of the free configuration space (i.e., in an open set of the configuration space), while the shortest paths in the presence of obstacles usually contain some pieces in contact. At this time, the characterization of the shortest paths in such cases is unknown.

To the authors' knowledge, the only existing results deal with a characterization of the shortest smooth paths for a point or a polygon moving in the presence of polygonal obstacles [19], [20] (see Appendix A).
3) On the Motions in the Contact Configuration Space: We assumed (see Section III-A) that the environments processed by the algorithm are in general disposition. This hypothesis is realistic for practical applications of mobile robots. In this case, the number of connected components of the free space (i.e., without contact) is the same as the number of connected components of the admissible space (i.e., including contacts). It is always possible to transform a path with some pieces in contact into one that is collision- and contact-free.

In the general case, the admissible configuration space may be disconnected by the removal of the manifold consisting of configurations in contact. Thus, a solution path may necessarily contain some pieces in contact. A solution path that respects the nonholonomic constraints exists if and only if there exists a connected sub-manifold in the contact manifold whose tangent space at every point is spanned by both vector fields $X_{1}$ and $X_{1}+X_{2}$, without requiring the direction given by $\left[X_{1}, X_{1}+X_{2}\right]$. Indeed, a movement in the direction of the bracket requires an open set to move in.

Maintaining contact of the robot with the environment removes at least one degree of freedom. Therefore the dimension of the set of points reachable from a contact point by a motion in contact is at most one. This means that there exists at most one feasible path in contact passing through a contact point. For instance, it is possible to characterize the paths maintaining the contact of a robot vertex with an environment edge [20].
4) On the Complexity of Nonholonomic Motion Planning: Finally, complexity of motion planning for the car-like robot is not very well modeled at this time. The complexity analysis above gives only some partial results.


Fig. 6. The classic example. (a) Initial and final configurations. (b) Step 1: Holonomic path ( 0.2 s ). (c) Step 2: Feasible path ( 0.8 s ). (d) Step 3: After optimization ( 1.5 s ). (e) Total time: 2.5 s on Sparc 2.

The complexity of the piano mover problem (i.e., the motion planning problem for holonomic systems) is very well modeled and understood. Indeed, in such cases, the existence of a path is characterized by the existence of a connected component in the admissible configuration space. The complexity of building such components depends only on the dimension of the configuration space and the complexity of the environment expressed in terms of the number of geometric primitives modeling the obstacles in the real world together with their geometric complexity. For instance, the complexity of the classical methods using a modeling of the environment by semi-algebraic sets [10], [45] are expressed in terms of the number of polynomials needed for describing the obstacles together with their degrees. Roughly speaking, the number of
polynomials is related to the number of the obstacles, while the degree of the polynomials is related to the geometric complexity of their shape. Therefore, in the attractive case of polygonal obstacles the complexity of the problem is expressed from the number of obstacle vertices. Usually the complexity of deciding the existence of a connected component in the admissible configuration space dominates the complexity of the complete problem (i.e., providing a path if one exists).
In nonholonomic motion planning we have to refine the complexity model.

As noticed in Section I, the existence of a collision-free path for a controllable system is characterized by the existence of an open connected component of the admissible configuration space (up to the above subtleties dealing with motions in


Fig. 7. A more complicated example. (a) Step 1: Holonomic path (5 s). (b) Step 2: Feasible path (23 s). (c) Step 3: After optimization (10 s). (d) Total time: 38 s on Sparc 2.
contact). Therefore, the complexity of the decision part of the motion planning problem is the same for controllable systems as for holonomic ones. ${ }^{10}$
Complexity of the complete problem requires more developments. It has to be evaluated in terms of the following quantities:
$n$ Geometric complexity of the obstacles.
$m$ Geometric complexity of the robot.
$\epsilon$ Minimum "size" of the free space.
$\rho$ Minimum turning radius.
$\sigma$ "Complexity" of the output path.
$n$ and $m$ are the classical parameters used for evaluating the complexity of the methods solving the piano-mover problem (i.e., in our running examples $n$ and $m$ are the numbers of vertices of the obstacles and the robot respectively. Now, we have to precisely state the definitions of $\epsilon$ and $\sigma$.

An intrinsic definition of $\epsilon$ can be done as follows: let $c$ be any point in the free configuration space and $B\left(c, \epsilon_{c}\right)$ the biggest (Riemannian) ball containing $c$ (not necessarily centered at $c$ ), with radius $\epsilon_{c}$ and contained in the free space;

[^8]then $\epsilon$ is defined as $\operatorname{Min}_{c}\left\{\epsilon_{c}\right\}$. Such balls are centered on a Voronoï skeleton of the free configuration space. Due to Property 2, for $\epsilon$ sufficiently small, the number of Reeds and Shepp balls of radius $\epsilon$ required to cover a Riemannian ball of radius $\epsilon$ is in $O\left(\epsilon^{-2}\right)$.

At a first approach, the complexity $\sigma$ of the output of any motion planner can be characterized by the number of elementary pieces of the solution path. More precisely the complexity of a path can be evaluated as the number of switches in the controls. The paths produced by our algorithm consist of a sequence of the shortest paths; since the shortest paths contain at most five pieces requiring at most four switches in the control, $\sigma$ is linear in the length of the sequence. $\sigma$ is in $O\left(\epsilon^{-2}\right)$ and it appears that reasoning from the Voronoï diagram (as in the planner illustrated by Figure 10 ) is the optimal strategy in this case.
This definition of $\sigma$ seems good. Nevertheless, Sussmann and Liu provide a general strategy for nonholonomic motion planning that produces solution paths with smooth controls (i.e., without switches) [54]. Then we have to refine the definition of $\sigma$. In [6], the complexity of a path is defined from the topological complexity of a real-value function (i.e., the number of changes in the sign of variation of the function). $\sigma$ then appears as the sum of the total numbers of sign changes
for all the controls associated to the path. ${ }^{11}$ At this time, there is no result permitting to provide a relationship between $\sigma$ and $\epsilon$ for Sussmann and Liu's algorithm.

In a more general perspective, providing relationships between the geometric complexity of the environment, the size of the free space and the complexity of the paths is still an open problem.

Notice here the results obtained by Fortune and Wilfong [14]: they attacked the problem of finding smooth paths for the car-like system avoiding polygonal obstacles. Their algorithm decides if a smooth path exists in $2^{O(p o l y(k n))}$, where $n$ is the geometric complexity of a polygonal environment, $k$ is the number of bits used to specify the positions of the corners, and poly is a polynomial. It is not clear how to link the parameter $k$ with the parameter $\epsilon$ we have introduced.

## V. Experimental Results

In this section we present experimental results from the planners that we have implemented at the LAAS. The implementation of the nonholonomic (Step 2) and optimizing (Step 3) parts of the planner consists of 2200 lines of $C$ code running on a Sun SPARCstation 2.

We present several examples of trajectories which are generated by the planner (Figs. 6-10). We include the times required for the underlying geometric planner, but, as mentioned, any geometric planner could be used for the first step of the algorithm. For instance, examples shown in Figs. 6-9 come from the geometric planner using an exact representation of the configuration space for a polygonal robot moving amid polygonal obstacles [3]. Figure 10 shows an example from a geometric planner for a circular robot based on the Voronoï diagram [41].

Finally, another implementation of our planner has been done by Latombe [26] from a geometric planner using a bitmap representation of the environment.

## VI. CONCLUSIONS

We have presented a complete and efficient motion planner for a car-like robot. The proof of the algorithm is based on a topological property involving the metric induced by the length of the shortest feasible paths in the absence of obstacles.

The principles of the algorithm can be applied to general controllable systems.

Indeed, for a controllable system, the existence of a collision-free trajectory is characterized by the existence of an open connected domain of the admissible configuration space. Therefore, the decision part of the planning problem can be solved by any geometric planner solving the piano-movers problem.

Moreover, we have seen how to put the topological property into the general framework of sub-Riemannian geometry. Such a framework is very powerful tool: indeed, the equivalence between both sub-Riemannian and Riemannian topologies is a general result.

[^9]

Fig. 8. A solution example with a large bound on the turning radius.

The three-step algorithm we have proposed can be applied to a general controllable system as follows:

1) Plan a path for the geometric system. If one does not exist, then no feasible path exists.
2) Perform a subdivision on the path until all endpoints can be linked by optimal feasible paths.
3) Perform an "optimization" routine to reduce the length of the path.
Such a strategy requires the knowledge of how to compute optimal feasible paths in the configuration space equipped with the singular metric induced by the nonholonomic constraints. This is a challenging requirement. It has been solved in this paper because we know the form of the shortest paths for a car-like robot in the Euclidean plane. In more general cases, time-optimal paths can be computed by using the Maximum Principle [42] in the framework of Optimal Control Theory. While this is not easy for an arbitrary nonholonomic system, recent results show that this direction of research can be fruitful. Indeed, Sussmann et al. [55] and Boissonnat et al. [8] have independently given a new proof of Reeds and Shepp's result by using the Maximum Principle, while Jacobs et al.


Fig. 9. A solution to a complicated situation with a concave robot.
[21] characterized the local shape of the optimal paths for mobile robots with two independent driving wheels.

Now, arguments from sub-Riemannian geometry can be applied in order to prove properties similar to Property 2 in the general cases (see Gershkovitch and Vershik's works [15], [60] that derive upper and lower bounds on the subRiemannian metrics). Then, we can use exactly the same techniques in order to evaluate the complexity of the motion planning algorithm from the form of the sub-Riemannian metrics. This form depends directly on the levels of the Lie brackets necessary for spanning the entire tangent space. For instance, we conjecture that the complexity of the parking task for a multi-body car system (i.e., a car with $n$ trailers) is in $O\left(\epsilon^{-\frac{1}{n+1}}\right)$ where $\epsilon$ is related to the "size" of the free-space and has exactly the same meaning as in Section IV-B. Details on these generalizations are under study (see [32]).

## APPENDIX A Related Work

In this appendix, we present an overview of results recently obtained in constrained motion planning. They are complementary to those discussed in the paper.


Fig. 10. The same problem as in Fig. 7 for a circular robot. (a) Initial and final configurations. (b) Collision-free Voronoï diagram (2 s). (c) Step 1: Holonomic path $(0.5 \mathrm{~s})$. (d) Step 2: Feasible path (2 s). (e) Step 3: After optimization ( 10 s ). (f) Total time: 14.5 s on Sparc 2.

## A. Car-Like and Trailer-Like Robots

In [27] the controllability of a car-like robot was studied. The main result is that the existence of a collision-free trajectory for such a system is characterized by the existence of a connected component in the free configuration space. The constructive proof of this result has been implemented in a planner [29]. This planner approximates the free configuration space by a decomposing it into parallelepipeds.

The planner described in [5] uses a discretization of the phase space, the adjacency relation between two cells taking into account the kinematical constraints. The collision tests are done from a bitmap representation of the 2-D environment. The search algorithm applies a best-first search strategy whose cost function is the number of maneuvers. The planner then produces paths with a minimal (for the discretized representation) number of maneuvers.

A heuristic approach was developed in [58]: the 2-D environment is decomposed into a set of corridors in which a specific technique for planning smooth paths is applied. The problem of smoothing paths is also addressed in [22] by using clothoids. Finally [62] proposes an algorithm that produces a motion with the minimum number of turns from an environment decomposed into lanes.

The case of the trailer-like robots has been attacked in [30]; the controllability of such systems is proved by applying the Lie algebra formalism briefly recalled in the introduction. A second constructive proof is also done, but does not lead to an efficient algorithm. [33] gives a proof of controllability for a mobile robot with any number of trailers.

Barraquand and Latombe's planner cited above is also applicable successfully to a trailer-like robot. Their planner is thus the first to produce paths for such a system.

## B. Smooth Paths

The problem of planning smooth, maneuver-free, paths for a mobile robot appears to be more difficult than the case in which maneuvers are allowed. In fact, there is no comparable controllability result. It is indeed possible that a path exists for a holonomic system, and yet no smooth path exists. The specific problem was first addressed by Dubins [12], who gives the form of the shortest bounded curvature path in the absence of obstacles. The problem of obstacle avoidance appears more recently. In [28], the environments consist of closed curves that are not necessarily polygons. Unfortunately, the method presented there is not guaranteed to find a path. In Fortune and Wilfong [14], a decision algorithm is given to decide if a path exists under given conditions. The algorithm is exact, but does not generate the path in question. This algorithm runs in exponential time and space. The algorithm in [19], is a provably good approximation algorithm to solve the problem. The algorithm depends on simplifying the set of all smooth trajectories to a sufficient set of some canonical trajectories.

## C. Shortest Paths

As mentioned above, the study of shortest paths for constrained systems began with the seminal work of Dubins [12], who found the form of the minimal-length smooth paths with bounded average curvature. He established his result in the case that there are no obstacles. The algorithm presented in [19] is a provably good approximation algorithm that depends upon an extension of the results of Dubins to the case in which there are obstacles in the environment. This extension has been presented in a rigorous manner in [20]. When there are obstacles, the minimal-length smooth paths consist of paths with the form given by Dubins alternating with possibly singlepoint portions of the obstacle boundaries. Finally, the same proof holds for a robot with a polygonal body moving in a polygonal environment. However, in this case the portions of the obstacle boundaries are replaced by logarithmic curves that we call generalized tractrices. These curves are those that maintain contact between an obstacle edge and a robot vertex while satisfying the nonholonomic kinematic constraint [58].

## D. Other Issues in Nonholonomic Motion Planning

In addition to our obstacle avoidance context, nonholonomic motion planning appears also as an important topic in the study of holonomic systems exhibiting conservation laws. For instance, such a system is a satellite whose rotors are used in order to control its attitude. In general, equations given by conservation laws are not integrable and thus give rise to
nonholonomic constraints. For instance, [40] shows how the orientation of a space vehicle with a six-degree-of-freedom manipulator can be controlled. Optimal movements of nonholonomically constrained multibody systems floating in zero gravity are considered in [23]. [13] studies other representative systems (rolling disk, satellite with rotors, falling cat $\cdots$ ) and uses variational principles to characterize optimal solutions to the associated nonholonomic motion planning problems.

## APPENDIX B <br> Proofs of Property I

This appendix presents two proofs of Property 1 concerning the controllability of the car-like system. The first one can be read without reference to differential geometric control theory. Following this, we introduce basic concepts from differential geometry. Their power is seen in a second version of the proof, which illustrates the general proof of the controllability theorem given by the Lie algebra rank condition. This is the goal of this appendix.

## A. Direct Proof

The notion of controllability we use is defined from the local controllability notion in control theory [53]: a system is locally controllable from some point $c$, if there is a neighborhood of $c$ all of whose points are reachable from $c$ by an admissible path. Here, we say that the system is controllable if it is locally controllable at every point.
Property 1: The car-like system is controllable.
Proof 1: It suffices to prove that the system is locally controllable from the origin. Let $c=(x, y, \theta)$ be a point near the origin. The idea of the proof is to build a path consisting of three pieces $\gamma_{1}, \gamma_{2}$, and $\gamma_{3}$ attaining from $c$, in succession, the points $c_{1}=\left(x_{1}, y_{1}, 0\right), c_{2}=\left(x_{2}, 0,0\right)$ and the origin. Clearly, this path can be followed by the car-like system in the reverse direction to go from the origin to $c$.
Let $\gamma_{1}$ be the arc of the circle ${ }^{12}$ tangent at $c$, with length $|\theta|$ following in the direction of $-\operatorname{sign}(\theta)$. We assume that $\theta \geq 0 . \gamma_{1}$ attains the point $c_{1}=(x-\sin \theta, y-(1-\cos \theta), 0)$. We assume that $y-(1-\cos \theta)>0$. Other cases would be processed in the same way (see Fig. 11).

Now, let $\gamma_{2}(\tau)$ be the path consisting of four pieces of same length $\tau$ : a forward motion on a straight line segment, a forward motion of an arc of a circle, a backward motion on a straight line, and then a backward motion on an arc of a circle. The coordinates of the point attained by this sequence are ( $x_{1}+\tau-\tau \cos \tau, y_{1}-\tau \sin \tau, 0$ ). Choose $\tau_{c}$ such that

$$
\begin{equation*}
|y-(1-\cos \theta)|=\tau_{c} \sin \tau_{c} \tag{7}
\end{equation*}
$$

Such $\tau_{c}$ always exists (and is unique) for any $c$ sufficiently near the origin. The coordinates of point $c_{2}$ attained by $\gamma\left(\tau_{c}\right)$ are: $\left(x-\sin \theta+\tau_{c}\left(1-\cos \tau_{c}\right), 0,0\right)$.
Finally, let $\gamma_{3}$ be the straight line motion from $c_{2}$ to the origin.
${ }^{12}$ All the arcs of circles used in this proof have the minimum radius of curvature that is assumed to be 1 .

The path formed by the sequence $\gamma_{1}, \gamma_{2}$ and $\gamma_{3}$, followed in the reverse direction, goes from the origin to $c$. Thus the car-like system is locally controllable.

The length of the path built in the proof above is

$$
\begin{equation*}
l=|\theta|+4 \tau_{c}+\left|x-\sin \theta+\tau_{c}\left(1-\cos \tau_{c}\right)\right| \tag{8}
\end{equation*}
$$

The proof of Property 2 below will give an upper bound for this length. This means that, for any time $T$ there exists a neighborhood of the origin such that all the points in this neighborhood can be reached from the origin in time bounded by $T$. In this case, the system is said to be small-time locally controllable [53] from the origin.

## B. From Vector Fields to Paths

The concepts from differential geometry that we want to introduce here are thoroughly studied in [49]-[51]. They will be used in order to give another method for proving Property 2. The difference between the two proofs is that the second is more general, illustrating the power of the differential geometric control theory approach.

Choose a point $p$ on a manifold and a vector field $X$ defined around this point. There is exactly one path $\gamma(t)$ starting at this point and following $X$. That is, it satisfies $\gamma(0)=p$ and $\dot{\gamma}(t)=X_{\gamma(t)}$. One defines the exponential of $X$ (denoted by $e^{X}$ ) to be the point $\gamma(1)$. Now, one can consider $e^{t X}=\gamma(t)$, where this definition doesn't describe a peculiar point of a path, but, more accurately, links every point of the path to a specific vector field. Let us consider two vector fields $X$ and $Y$. Following $a X+b Y$ for the unit time simply means taking $e^{a X+b Y}$. Following $X$ for a time $a$ amounts to following $a X$ for the unit time, that is taking $e^{a X}$, and following $Y$ for a time $b$ is the same as taking $e^{b Y}$. This is a slightly different point of view: instead of considering the exponential to define a specific point of a path with regard to an origin point $p$, we understand it as describing a motion from a point to another on a given path. Thus, starting from the origin, $o$, following $a X$ for a given time, then $b Y$ leaves us at the point $e^{b Y} \cdot e^{a X} \cdot o$. Therefore the exponential of a vector field $X$ appears as an operation on the manifold, meaning "slide from the given point along the vector field $X$ for unit time."

In that setting, everything works nearly as smoothly as in the Euclidean case, at least locally. The main difference is that, whenever $[X, Y] \neq 0$, following directly $a X+b Y$ or following first $a X$ then $b Y$ are no longer equivalent. Intuitively, the bracket $[X, Y]$ measures the variation of $Y$ along the paths of $X$; in other words, the field $Y$ we follow in $a X+b Y$ is not the same as the field $Y$ we follow after having followed only $a X$ (indeed $Y$ is not evaluated at the same points in both cases). The main result is the following:

Assume that $X_{1}, \cdots, X_{n}$ are vector fields defined in a neighborhood $\mathcal{N}$ of a point $p$ such that at each point of $\mathcal{N},\left\{X_{1}, \cdots, X_{n}\right\}$ constitutes a basis of the tangent space. Then there is a smaller neighborhood of $p$ on which the maps $\left(a_{1}, \cdots, a_{n}\right) \mapsto e^{a_{1} X_{1}+\cdots+a_{n} X_{n}} \cdot p$ and $\left(a_{1}, \cdots, a_{n}\right) \mapsto$ $e^{a_{n} X_{n}} \cdots e^{a_{1} X_{1}} \cdot p$ are two coordinate systems, called the first and the second normal coordinate system associated to $\left\{X_{1}, \cdots, X_{n}\right\}$.

The Campbell-Baker-Hausdorff-Dynkin formula states precisely the difference between the two systems: for a sufficiently small $t$, one has:

$$
e^{t X} \cdot e^{t Y}=e^{t X+t Y-(1 / 2) t^{2}[X, Y]+t^{2} \epsilon(t)}
$$

where $\epsilon(t) \rightarrow 0$ when $t \rightarrow 0$.
Actually, the whole formula as proved in [59] gives an explicit form for the $\epsilon$ function. More precisely, $\epsilon$ yields a formal series whose coefficients $c_{k}$ of $t^{k}$ are combinations of brackets of degree $k,{ }^{13}$ i.e.,

$$
t^{2} \epsilon(t)=\sum_{k=3}^{\infty} t^{k} c_{k}
$$

Roughly speaking, the Campbell-Baker-Hausdorff-Dynkin formula tells us how a nonholonomic system can reach any point in a neighborhood of a starting point. This formula is the hard core of the local controllability concept. It yields a method for explicitly computing paths in a neighborhood of a point. We now illustrate this point with another proof of Property 1.

## C. Proof Using Campbell-Baker-Hausdorff-Dynkin Formula

Property 1: The car-like system is controllable.
Proof 2: We use the notations introduced in Section II. Let us consider the two admissible controls:

$$
\binom{1}{0} \text { and }\binom{1}{1} .
$$

The associated vector fields are $X_{1}$ and $X_{1}+X_{2}$. The coordinates of $X_{1}, X_{1}+X_{2}$ and $\left[X_{1}, X_{1}+X_{2}\right.$ ] are, respectively,

$$
\begin{aligned}
X_{1}=\left(\begin{array}{c}
\cos \theta \\
\sin \theta \\
0
\end{array}\right), \quad X_{1}+X_{2} & =\left(\begin{array}{c}
\cos \theta \\
\sin \theta \\
1
\end{array}\right) \\
\text { and }\left[X_{1}, X_{1}+X_{2}\right] & =\left(\begin{array}{c}
-\sin \theta \\
\cos \theta \\
0
\end{array}\right) .
\end{aligned}
$$

We check easily that $\left\{X_{1},\left[X_{1}, X_{1}+X_{2}\right], X_{1}+X_{2},\right\}$ spans the tangent space at every point. Let us prove that the system is locally controllable from the origin. The same proof would hold for every point.

Consider a point $c$ in a neighborhood of the origin. Let ( $t_{1}, t_{2}, t_{3}$ ) be its coordinates in the coordinate system induced by the basis $\left\{X_{1},\left[X_{1}, X_{1}+X_{2}\right], X_{1}+X_{2},\right\}$, which spans the tangent space at the origin. $c$ is reachable from the origin by the following flow:

$$
\begin{equation*}
\phi\left(t_{1}, t_{2}, t_{3}\right)=e^{t_{1} X_{1}} e^{t_{2}\left[X_{1}, X_{1}+X_{2}\right]} e^{t_{3}\left(X_{1}+X_{2}\right)} \tag{9}
\end{equation*}
$$

The first and third flows clearly obey the constraints on the controls, but what about the second? To answer this, we consider the following approximation (for $t>0$ ) given by the Campbell-Baker-Hausdorff-Dynkin formula.

$$
\begin{align*}
e^{\left(t\left[X_{1}, X_{1}+X_{2}\right]+O\left(t^{3 / 2}\right)\right)}= & e^{t^{1 / 2} X_{1}} e^{t^{1 / 2}\left(X_{1}+X_{2}\right)} \\
& e^{-t^{1 / 2} X_{1}} e^{-t^{1 / 2}\left(X_{1}+X_{2}\right)} \tag{10}
\end{align*}
$$

${ }^{13}$ As an example, the degree of $[[X, Y],[X,[Y,[X, Y]]]]$ is 6.


Fig. 11. Two ways to reach the origin according to $\operatorname{sign}(\theta)$ and $\operatorname{sign}(y-(1-\cos \theta))$.

This shows that any configuration we can attain by following the flow given in (9) can be approximated by the following flow, which obeys the constraints:

$$
\begin{align*}
\tilde{\phi}\left(t_{1}, t_{2}, t_{3}\right)= & e^{t_{1} X_{1}} e^{t_{2}^{1 / 2} X_{1}} e^{t_{2}^{1 / 2}\left(X_{1}+X_{2}\right)} e^{-t_{2}^{1 / 2} X_{1}} \\
& e^{-t_{2}^{1 / 2}\left(X_{1}+X_{2}\right)} e^{t_{3}\left(X_{1}+X_{2}\right)} \tag{11}
\end{align*}
$$

Now, because the mapping $\tilde{\phi}$ is a local homeomorphism, the inverse image of a neighborhood of the origin in the configuration space is a neighborhood of $(0,0,0$,$) in \mathbf{R}^{3}$, i.e., a choice exists for $t_{1}, t_{2}$ and $t_{3}$ that exactly attains any given configuration in a neighborhood of the origin. Hence, the system is locally controllable from the origin.

In fact, for the car-like robot, the differential equations are sufficiently simple that they can be integrated in closed form. This is far from being true in general. More precisely, the flow $\tilde{\phi}$ corresponds exactly to the path provided in Proof 1 and followed by starting from the origin. It attains a point of coordinates:

$$
\begin{align*}
& x=t_{1}+\operatorname{sign}\left(t_{2}\right) \sqrt{\left|t_{2}\right|}\left(1-\cos \left(\sqrt{\left|t_{2}\right|}\right)\right)+\sin \left(t_{3}\right) \\
& y=-\operatorname{sign}\left(t_{2}\right) \sqrt{\left|t_{2}\right|} \sin \left(\sqrt{\left|t_{2}\right|}\right)+1-\cos \left(t_{3}\right) \\
& \theta=t_{3} . \tag{12}
\end{align*}
$$

By expressing this point in the basis $\left\{X_{1},\left[X_{1}, X_{1}+X_{2}\right], X_{1}+\right.$ $\left.X_{2},\right\}$ we obtain the asymptotic estimates $\left(t_{1}+O\left(t_{2}^{3 / 2}\right), t_{3}, t_{2}+\right.$ $O\left(t_{2}^{2}\right)$ ).

Now, by considering $t_{1}, t_{2}$ and $t_{3}$ as time parameters, the proof above shows that the car-like system is small-time locally controllable.

## APPENDIX C <br> Proof of Property 2

Let us recall that $d_{R S}$ is the metric induced by the length of the shortest paths between two configurations.

Property 2: For any point $c=(x, y, \theta)$ sufficiently near the origin $o=(0,0,0)$,

$$
\frac{1}{3}\left(|x|+|y|^{1 / 2}+|\theta|\right) \leq d_{R S}(c, o) \leq 12\left(|x|+|y|^{1 / 2}+|\theta|\right) .
$$

Proof: 1) We first prove the left part of the inequalities. Let us consider any admissible path $\gamma$ parametrized by arc length in $\mathbf{R}^{2}$ such that $\gamma(0)=o$. Let us denote by $c(t)$ the point with coordinates $(x(t), y(t), \theta(t))$ attained by an admissible path of length $t$. Since the path is admissible, then, for each $\tau \in[0, t], \dot{\gamma}(\tau)$ is a linear combination of the vector fields $X_{1}$ and $X_{1}+X_{2}$, i.e.: $\dot{\gamma}(\tau)=\lambda(\tau) X_{1}(\tau)+\mu(\tau)\left(X_{1}(\tau)+X_{2}(\tau)\right)$, with $|\lambda(\tau)| \leq 1$ and $|\mu(\tau)| \leq 1$. Then:

$$
\begin{aligned}
|y(t)| & \leq \int_{0}^{t}|\dot{y}(\tau)| d \tau \\
& =\int_{0}^{t}|(\lambda(\tau)+\mu(\tau)) \cdot \sin \theta(\tau)| d \tau \\
& \leq 2 \int_{0}^{t}|\sin \theta(\tau)| d \tau
\end{aligned}
$$

Now, we may write that $|\sin \theta(\tau)| \leq|\theta(\tau)|$. Moreover, due to the bound on the curvature, the variation of the orientation $\theta(\tau)$ is less than the length of the path from the origin to $c(\tau)$. Hence,

$$
\int_{0}^{t}|\sin \theta(\tau)| d \tau \leq \int_{0}^{t} \tau d \tau
$$

Finally:

$$
\begin{equation*}
|y(t)| \leq 2 \int_{0}^{t} \tau d \tau=t^{2} \tag{13}
\end{equation*}
$$

Since this relation holds for any admissible path, it holds for the shortest one. This means that, for any point $c=(x, y, \theta)$ sufficiently near the origin,

$$
\begin{equation*}
|y|^{1 / 2} \leq d_{R S}(c, o) \tag{14}
\end{equation*}
$$

Now, the following inequalities hold:

$$
\begin{equation*}
|x| \leq d_{R S}(c, o) \quad \text { and } \quad|\theta| \leq d_{R S}(c, o) \tag{15}
\end{equation*}
$$

Then, by adding inequalities (14) and (15), we obtain the following lower bound:

$$
\frac{1}{3}\left(|x|+|y|^{1 / 2}+|\theta|\right) \leq d_{R S}(c, o)
$$

2) The second part of the proof deals with the right side of the inequalities. We consider the path built in Proof 1 of

Property 1 starting from a point $c=(x, y, \theta)$ near the origin to the origin. The length $l$ of this path is (see (8) above):

$$
l=|\theta|+4 \tau_{c}+\left|x-\sin \theta+\tau_{c}\left(1-\cos \tau_{c}\right)\right|
$$

with $\tau_{c}$ satisfying (7). A first upper bound of $l$ is clearly done by:

$$
l \leq|\theta|+4 \tau_{c}+|x|+|\sin \theta|+\left|\tau_{c}\left(1-\cos \tau_{c}\right)\right| .
$$

By using the inequalities $|\sin \theta| \leq|\theta|$ and $1-\cos \tau_{c} \leq 1$ we obtain a second upper bound:

$$
l \leq 2|\theta|+5 \tau_{c}+|x|
$$

Now, let us consider (7): $|y-(1-\cos \theta)|=\tau_{c} \sin \tau_{c}$. For $c$ sufficiently near the origin, $\tau_{c}$ is sufficiently small for verifying $\sin \tau_{c} \geq(1 / 4) \tau_{c}$. Then we may write $\tau_{c} \leq 2|y-(1-\cos \theta)|^{1 / 2}$. Moreover, $|1-\cos \theta| \leq \theta^{2}$ for $\theta$ sufficiently small. Finally,

$$
\begin{aligned}
l & \leq|x|+10|y|^{1 / 2}+10|1-\cos \theta|^{1 / 2}+2|\theta| \\
& \leq|x|+10|y|^{1 / 2}+12|\theta| \\
& \leq 12\left(|x|+|y|^{1 / 2}+|\theta|\right) .
\end{aligned}
$$

This upper bound holds for the initial path we considered. It then holds for the shortest path. This concludes the proof.
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[^1]:    ${ }^{1}$ Appendix A gives an overview of other results related to nonholonomic motion planning: some of them do not extensively use the tools from differential geometric control theory, but they are interesting nonetheless, from either a theoretical or practical point of view; others are related to holonomic systems exhibiting conservation laws. Finally, recall that the motion planning problem consists of finding open -loop controls that steer the system from an initial configuration toward a goal. The problem of finding closed-loop controls is another difficult one (see [2], [9], [44], [61] for instance).

[^2]:    ${ }^{2}$ More precisely, the front wheels are not exactly parallel (see Fig. 2); we keep the average of their angles as the turn angle.

[^3]:    ${ }^{3}$ Shortest paths are not necessarily unique.

[^4]:    ${ }^{4}$ Indeed, this is the classical result that the Euclidean metric $\sqrt{x^{2}+y^{2}+\theta^{2}}$ and any metric of the shape $|x|^{p}+|y|^{q}+|\theta|^{r}$ induce the same topology.

[^5]:    ${ }^{5}$ The number of points is easily proved to be finite by using the fact that the holonomic path is compact.

[^6]:    ${ }^{6}$ Due to the speed of the current implementation, we have not implemented such a scheme since the preprocessing would most likely take more time than finding the entire path.
    ${ }^{7}$ We ensure that the configurations are spaced at roughly equal intervals along the path.

[^7]:    ${ }^{8}$ In this case, the distance is measured in some metric considering the configuration space locally as $\mathbf{R}^{3}$.

[^8]:    ${ }^{10}$ Notice that the problem of deciding if a system is controllable or not is not a decidable one in general [32], while upper bounds on the complexity can be done in the case of polynomial systems [7].

[^9]:    ${ }^{11}$ This definition is more general than the previous case.

