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Abstract
In this paper, multi-intelligent agent architecture has been proposed automattc
knowledge extraction from its resources (domain expert e)?t doc " The extracted

systems. This article aims to produce an eﬂecnve ooperation between
expert mining and text mining techniques. Fzrstl rugting an Expert Mining
Intelligent Agent (EMIA) able to interview withsdomain exper r mining problem solving
knowledge as production rules in a speczf nosis d in. It is also responsible for
extracting the patterns or linguistic exy ns and s lt in a conceptual database.
Secondly, we are constructing a Text mg Intel @gent (TMIA) capable of extracting
production rules from a text doc Kcorpus &c evement of that extraction can be
performed by a text document a Zatlon b on a traditional term weighting scheme
(TF-IDF) and using the Stanfo arsersto(gualyze and produce a parsing tree for each

sentence in that document en, the oks for all causal words and takes them as
separation words to g.en attern sub-patterns based on the conceptual database.

Finally, the TMIA ose patSr and sub-patterns in a pre-formatted template and

knowledge should be stored in a knowledge base t0 ter nowledge based
ge b s&)
are

displays it to a do ' xper odification process to construct accurate production
rule.

Keywords: multi-intel& agent, knowledge base construction, automatic knowledge
acquisition, expert min{@ ext mining, text documents categorization

1. Introductio@

Human @ﬁ experts and natural language text documents are the main resources of
knowled constructing knowledge-based systems. The elicitation of that knowledge of
tradi n@nethods is the bottleneck for constructing those systems. A knowledge-based
sy@xorks on a knowledge base that contains the problem solving knowledge extracted
from domain expert. This knowledge base is represented by some approaches of knowledge
representation (production rules, frames, Bayesian networks, efc.) and is built by the
knowledge engineer from extracted domain expert knowledge and, later, validated by an
expert [1]. The extraction of knowledge directly from domain experts and text documents
allows for elicitation knowledge easily and without intervention of knowledge engineers. The
main focus of this research paper is the problem of extracting interesting knowledge from
domain experts and text documents using expert mining and text mining techniques
respectively. We are suggesting the definition for expert mining as a process of extracting
useful knowledge or patterns from a human domain expert directly without the interference of
a knowledge engineer, while text mining is concerned with the detection of patterns in natural
language texts, just as data mining is concerned with the detection of patterns in databases [2].

Intelligent agents or software agents are programmed software entities that carry out a
series of operations on behalf of a user or another program with some degree of autonomy [3].
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A Multi-Intelligent Agent (MIA) is a collection of autonomous agents which interact with
each other or with their environments to achieve one or more objectives. If intelligent agents
have any type of conversation with the user, they are also called conversational agents [4, 5].
In the last decade agents have become a very popular paradigm in computing. The reasons for
this popularity are their modularity, flexibility, and general applicability to a wide range of
problems [6]. Recently, the use of intelligent agents has been applied in different applications
such as intelligent agent user interface, autonomous agents, information retrieval, and
knowledge discovery and data mining. Intelligent agents can be classified into two different
categories: resident and mobile. Resident agents stay in the computer or system and perform
their tasks there. Mobile agents can travel autonomously through different system
architectures and platform to fulfill their jobs [7, 8].

In this paper, we propose the development of an intelligent agent that is .gapable to
interview with a domain expert using question and answer in natural lan awtract
relevant knowledge from those answers, and convert these knowledge to a se o?%’éedence—
consequence rules. At same tlme this agent also extracting a set of patferd$, ot linguistic
er. The other
intelligent agent which is proposed in this work is t t %' e for extracting

knowledge from natural language text documents ent tries ategorize input text
documents into relevant or non-relevant documen a particular domain by
calculating a threshold value based on term frequency-inverse dgciment frequency (TF-IDF)
for each input text document, Term Frequer@ is the uency of occurrence of a term
in a document and Inverse Document F% IDF) v 1nverse1y with the number of

documents to which the term is assig is agent calls the segmentation text
procedure to split the accepted text éﬁn of individual sentences and using the

Stanford parser to analyse eac ence to the main concepts or patterns and
relationships based on a matc process %h the contents of the conceptual database.
Finally, the intelligent agent stores that in pre-defined template to prepare it for final
formalization as antecede, nsequ es.

The remaining s f this ;%!‘ can be organized as follows: Section 2 gives an
overview of relat intelligent agents in information extraction and text
mining tech ectlon iscusses knowledge engineer functions, knowledge
representation r@()ache how we can select problem domain in the proposed system.

Section 4 presents the co
subsections, EMIA an
the system evaluati
contains the concl

2. Relate&n‘ks

ection, we produce an overview of studies and researches related with the
app n of intelligent agents in two aspects: the Knowledge Acquisition (KA) approach
and the Information Extraction (IE) approach. Additionally, we produce a brief review of the
existing studies related with knowledge extraction from natural language text documents. The
techniques used in these studies involve knowledge acquisition agents, fuzzy logic intelligent
agents, knowledge management, term weighting, databases knowledge discovery and
biological text mining. The proposed work is mainly related to two areas of research:
knowledge extraction from natural language text documents and knowledge modeling using
intelligent agents.

nts of the proposed system architecture which consists of two
A. The completeness and consistency of the knowledge base and
e discussed in Section 5 and 6 respectively. Finally, Section 7
s of this work.

2.1. Intelligent agent in KA and IE

Zhiping, Tianwei, & Yu, (2010) produced a formal model of agent-based knowledge
management in intelligent tutoring systems. It consists of three agents working together to
construct, distribute, and maintain knowledge. The first one is a knowledge acquisition agent
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which is responsible for the construction of user model and domain knowledge base. The
second is a knowledge distribution agent which is responsible for producing personalized
teaching web pages to students dynamically. Finally, a knowledge maintaining agent which is
responsible for the refinement of student models and domain knowledge [9].

Ropero, Gomes, Carrasco, & Leon, (2012) proposed a novel method for information
extraction (IE) in a set of knowledge in order to answer to user consultations using natural
language based on fuzzy logic engine. The sets of accumulated knowledge may be built in
hierarchic levels by a tree structure. The aim of this system is to design and implementation a
fuzzy logic intelligent agent to manage any set of knowledge where information is abundant,
ambiguous, or imprecise. This novel method was applied to the case of university of Seville
web portal which contain vast amount of information, they also proposed a novel method for
Term Weighting (TW) based on fuzzy logic instead of using traditional terrn&eiéhﬁng

scheme (TF-IDF) [4].
Ralha, & Silva, (2012) suggested a multi-agent data mining system for tlgﬂ{g useful
information from the Brazilian federal procurement process databases usgd overnment
auditors in the process of corruption detection and prexenti
among applicants. Extracting useful information to enhg
problem because the large volume of data used to %
diversified strategies companies use to hide their frg
of data volume, they have used two data miningymodel functi

informa nd the dynamic and
ions. To solve the problem

rules as well as a multi agent approach to a the dy ic strategies of companies that
are involved in cartel formation. To integrat&hoth soluti ey have developed AGMI, an
agent-mining tool that was validated %

real, ddtd  from the Brazilian Office of the
Comptroller General, an institutio;@g ver ‘&iting, where several measures are
currently used to prevent and fig ption. irYapproach resulted in explicit knowledge
discovery because AGMI prescited many @ssociation rules that provided a 90% correct
identification of cartel formatson, accordi pert assessment [5].

2.1. Knowledge ext @om te t&uments

Valencia-Garci x—San ivancos-Vicente, Fernandez-Breis, & Martinez-Bejar,
(2004) producg cremental approach for discovering medical knowledge from texts. The
system has bedn-tsed t @ct clinical knowledge from texts concerning oncology. The
authors started from not%of there are huge amounts of medical knowledge reside within
text documents, so he automatic extraction of that knowledge would certainly be
beneficial for clinj tivities. A user-centered approach for the incremental extraction of
knowledge from teXt which is based on both knowledge technologies and natural language
processing t%%ques, is presented in this work. In same time, ontology is used to provide a
formal, str ed, reusable and shared knowledge representation [10].

I@& Bunescu, (2005) discussed methods and implemented systems for information
ex(%‘\ distills structured data or knowledge from unstructured text by identifying
refererices to named entities as well as stated relationships between such entities and
summarize results on mining real text corpora of biomedical abstracts, job announcements,
and product descriptions. They also discussed challenge that arise when employing current
information extraction technology to discover knowledge in text [11].

Delen, & Crossland, (2008) presented, discussed and evaluated the techniques used to
perform text mining on collections of textual information. A case study is presented using text
mining to identify clusters and trends of related research topics from three major journals in
the management information systems field. They are started from the fact of text mining is
automated or a semi-automated process of extracting knowledge from a large amount of
unstructured data or textual data. Given that the amount of unstructured data being generated
and stored is increasing rapidly, the need for automated tools to process it is also increasing.
They are also proposed that this type of analysis could potentially be valuable for researchers
in any field [12].
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As can be seen, intelligent agent concept and text mining techniques play a main role in
knowledge acquisition and information extraction as well as increasing attention for helping
in knowledge elicitation. In this paper, we adopted a different cooperative approach for
constructing efficient knowledge base by producing expert and text mining intelligent agents.

3. Knowledge Engineering

The process of acquiring knowledge from experts and building a knowledge base is called
knowledge engineering [13]. Fox defines knowledge engineering as ‘‘the engineering
discipline that involves integrating knowledge into computer systems in order to solve
complex problems normally requiring a high level of human expertise’’ [14].

Knowledge engineering is one of the research domain topics which requir
knowledge to solve. It involves knowledge acquisition, representation and optima
find effective solutions to these problems. The person does this function is call
engineer. Knowledge engineers and domain experts work together and us rig languages
to solve problems and to make that knowledge more conveni¢nt,for sy that require not

only knowledge extraction from experts but also structure entati satisfied.
The knowledge possessed by domain experts is sometimes {instricturgd and not explicitly
expressed and they have developed numerous tecs o fa

expgrt‘s

ilitate tHe extraction process .
The goal of knowledge engineering is to help ®sperts a& what they know and
document the knowledge in a reusable form [A3,Nl5]. Each.stage of knowledge engineering
requires skills and special expertise to pro n effe?:f} owledge base. Although the
construction of knowledge base systems 4 Sbnost similar t0”constructing traditional systems,
knowledge base systems focus on usi tifici @gence techniques for capturing and
applying their knowledge. As weld, t&ystem%c aracterized by high performance. This
refer to their ability to implem@ ith skills depending on the quantity and quality

nctions with
of knowledge in those systems [16, 17], %nowledge engineering process has different
phases of overlapping sub-pftgcesses. T important phase in that process is the selection
e, t

1
of the problem domdi ‘@Ce. Thergfq‘J here are many criteria for selecting problem
domain: %

o At lea®%€n shomwis and he/she should be ready and able to produce his/her

knowl in spezif@omain of expertise

e Ability to tran Is of experts to computer programs
o The problg@p want to solve can't be solved by traditional computation methods
. TheQ&?lVe should be of appropriate size and scope [18].

The pro f knowledge engineering involves many activities which have been studied
to de 1@ e efficiency of those activities. First, knowledge acquisition includes interaction
be@ omain experts and knowledge engineers to extract problem solving knowledge to
use lapér. The knowledge representation activity includes selecting one or more ways for
formulation or representation of acquired knowledge. Finally, the third activity is specifying
the diagnosis domain of the problem solving knowledge by interaction between experts and
intelligent agent which is responsible for expert mining in the proposed system.

3.1. Knowledge acquisition

Knowledge acquisition includes the acquisition of knowledge from human domain experts,
text documents, sensors, or computer files. The knowledge may be specific to the problem
domain or to the problem-solving procedures, it may be general knowledge, or it may be
meta-knowledge (knowledge about knowledge). Failure to acquire and organize the
appropriate amount of relevant knowledge reflects on the quality and quantity of the
knowledge system [13, 19]. There are two types of sources of knowledge: documented
knowledge and undocumented knowledge. The first type exists in different documented
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sources such as books, scientific researches, databases...etc. and the second one resides in
people's' minds as experience. Knowledge can be identified and collected by human sense or
by machines such as sensors, pattern matchers and intelligent agents [13,20]. Knowledge
exists in different organizations and it takes various forms. However, these organizations have
difficulties to make systems able to acquire, retain and access it especially in specialized
knowledge [15].

We can divide knowledge acquisition processes into two approaches: manual and
automatic knowledge acquisition. In manual or traditional approaches, the function of the
knowledge engineer is to interview or observe domain experts to elicit relevant knowledge
and then code it in the knowledge base. The characteristics of this approach are slow, limited
and expensive. Therefore, we aim to automating the process of knowledge acquisition as
much as possible. Automatic approaches make it possible to build a knowledge bage without
intervention of knowledge engineers and only need experts to interact dire M that
system to extract relevant knowledge from them and store it in a knowle e%’. In this
paper we propose two intelligent agents for that task, one for undocumen@ ledge and

the other for documented knowledge. \‘% o @

3.2. Knowledge representation
The acquired knowledge in the knowledge acq@on préce ould be organized and
formulated using one of the approaches of kno e representatyen. In fact, there are a lot of

methods for knowledge representation: the ommoh@d methods include production
rules representation, semantic network r 0? ntation,_frae representation and logic form
representation, and each one has its age x@sadvantages [21]. There is another
method of knowledge representatio ich co'\im? wo or more of the previous methods.
The purpose of this combiuq&: to prod an integrated method of knowledge
representation through overcoming the disa @ages in one method by using the second one.
idYrepresentation. For example, there are many

This type of combination alled

systems which show ho rame re[)% tation can serve as a powerful foundation for a
production rule rep\ tion. The frames provide a rich structural representation for
describing the ob'a@r ferre ng production rules and provide a supporting layer of
generic deduc’a ability aboutthose objects. These frames also can be used to partition,
index, and orgamize a t@s production rules. This capability makes it easier for the

domain expert to constr
and for what purpos

d understand rules, and for the system designer to control when
icular collections of rules are used by the system [22]. The selection
of a knowledge re tation method is based on the nature and size of a particular problem
domain, aspects of data (redundancy, noise and dependency), and the degree of confidence, as
well as the ¢ teness of knowledge in that domain [16, 23].

In the @sed system, production rules method has been used to represent the automatic
acg% wledge from domain experts and natural language text documents because this

app of knowledge representation is exactly appropriate for diagnosing problem domain
which’is solved by our system architecture.

3.3. Domain problem specification

The selection of a problem domain is a very important approach for constructing
knowledge-based or expert systems because there are a lot of problem categories which can
be solved by those systems such as interpretation, prediction, design, diagnosis... etc. [23].

The proposed system can solve different problems in the diagnosis domain. In other words,
the proposed architecture is capable to elicit production rules in different diagnosis domain
problems. Therefore, our system is a general diagnosis domain system. Now we must answer
the following question: how can we determine the specific practical diagnosis domain
problem?
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To answer this question let us discuss the task of the expert mining agent, the function of
which is to interview the domain expert to extract relevant knowledge from him directly and
convert that knowledge to a set of production rules and save it in a knowledge base. At the
same time, it is able to extract the linguistic expressions or patterns to save them in a
conceptual database after a filtration process for each sentence entered by a domain expert to
use it in text mining process. After completion of this interview, the system can determine the
diagnosis problem domain. This process depends on a specialist. For example, if the expert
specialist is a doctor for eye diseases, that means we will capture knowledge base which can
be used for diagnosis of eye diseases.

4. Overall Proposed System Architecture

Figure 1 show the architecture of the proposed system which consists of two Wa.tive
groups of intelligent agents. The first agent is responsible to elicit produc les by
conversation with a domain expert and extract a set of linguistic pattepfis 4o \construct a
conceptual database. The second agent is responsible to extraét producti les' from natural
language text documents after categorizing those docu ‘ﬁ%nto relégand or non-relevant
documents in reference to a particular diagnosis domai ed on4geighting term frequency
(TF-IDF) for each input text document, and a te c ased on the Stanford
parser. As well, conceptual database to find the st re of‘%{ ion rule. The following
subsections describe in detail the components propose architecture.

=
; % @
Tex(
@ \ dncumems
Domain expert
Documents
Categorization using
& (TE-IDE) reject

Agent interfa -"
[
important .
sentghce: Filtration features accep
process

Segmentation process

paragraphs l

Sentence analysis using
Stanford parser

Conceptual
Database

concepts
(keyword

parsmgl.reel

Pattems and sub-
pattems generation

\tv pattems & sub—pan.err%
Q v Enowledge Base

N Template construction
construction using
production rules
2 representation modification

Modify contents of

modified
template

facts & rules template by domain

expert if necessary

Figure 1. Proposed architecture for multi-intelligent agent system

4.1. Expert Mining Intelligent Agent (EMIA)

Expert mining is a process of extracting useful knowledge or meaningful patterns from
human domain experts directly without interference of knowledge engineers, or it is a
knowledge detection and resolution process of human domain experts. So, expert mining
knowledge discovery in human brains which is looking for patterns of expertise, looks like
text mining which searches for patterns in text. Expert mining is a process of analyzing
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human expertise to extract knowledge (facts and rules) which is useful to solve particular
problems in a specific domain. Expertise is unstructured or semi-structured, unorganized, and
complicated to deal with; in other words, the function of an expert mining technique is to
convert unstructured human expertise to structured knowledge in a knowledge base to deal
with easily. Intelligent agents or intelligent software agents use artificial intelligence in the
pursuit of their objectives. They are capable of performing autonomous action in
environments to achieve their goals [5]. Wooldridge describes agents as computing entities
which have four features: reactivity, autonomy, interaction, and initiative [24]. Reactivity
means that a system maintains continuous interaction with its environment if any change
occurs in that environment. Autonomy is the main characteristic of agents. In other words,
agents can cooperate autonomously to achieve predefined goal. Another aspect of agents is
their ability to interact with other agents or humans using agent-communicationglanguage.
Agents cooperating with each other can contribute to achieve goals because s Ms can
only be performed through cooperative work. Finally, the initiative feature f%s means
they generate and attempt to perform goals by taking initiative instead of 0@

external environment events [5, 25]. These features of ag iatelligent t

the proposed EMIA. The reactivity feature is visible wxh EMIA ork in different
diagnosis domain; In other words, EMIA continues @ even i%ﬁ the domain experts

f the p

ifig based on
arly appear in

change. EMIA is capable a working independently fill go roposed agent and it
also can cooperate, interact and contribute with other agents IA) or humans (domain
experts) to achieve the main goals of the muli~ ligent t (knowledge extraction). The
EMIA also has the initiative feature throu ducmg S questions to the expert domain
and it can extract knowledge and hngu press om experts' answers to save them in
the knowledge base and a conce@. ata% ectively. Now let us discuss the
components of proposed EMIA;

4.1.1. Agent interface: One f the most i %ant design considerations of intelligent agent
systems is how we can desjSnsthe ag ace as expert friendly as possible and hide the
complexity of other nts of the proposed agent. The intelligent agent success may be
determined by the of its a interface, as it is the part of the intelligent agent that
interacts with thesdenidin expe ing questions and answers in natural language and menu
driven techni 0 ma@he interview between the domain expert and the EMIA to

achieve the main goal of

Due to the fact th IA is restricted to work on the diagnosis domain using the
production rules re ation method, let us first discuss the diagnosis domain problem. The
diagnosis is one of\the general expert systems or knowledge-based systems categories which

determines the{cause of malfunctions in complex situations based on observable symptoms
[23]; that 5 1n this category we have two parts: the main complex situation and a set of

observa ptoms. The EMIA produces a set of questions to the expert domain and it will
try t the main situation as well as the set of observable symptoms from the expert's
ans to construct a production rule which represents a single chunk of problem solving
knowledge in the knowledge base. The production rule consists of two elements: consequence
or the head of the rule and the other is the antecedence or the body of the rule which should
be true to satisfy the consequence part. In the diagnosis domain, the consequence represents
the complex main situation and the antecedence represents the observed symptoms [26]. The
EMIA requires the domain expert to enter the main situation (the disease name in the case of
a clinical diagnosis domain) and also the set of observable symptoms (set of clinical observed
symptoms that satisfy that disease name). The entering of the clinical observed symptoms can
be done by directly entering the new symptoms or through selection from the saved
symptoms in the knowledge base because of the overlapping symptoms between the new
main situation (new disease) with saved situations (saved diseases) in the knowledge base.
Observe Figure 2 which illustrates the flowchart of logical drawing for main steps of EMIA.
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4.1.2. Knowledge extraction: The knowledge extraction process involves trying to extract
knowledge from the interview with the domain expert by taking the expert's answers and
putting them in a pre-formatted template which is prepared for that purpose. This template
consists of three parts as Table 1 shows:

1. Situation: it includes a main situation and a set of symptoms in the case of a
production rule description or only a main situation in the case of a fact description.

2. Description: it includes all real descriptions for each situation in the first component
as a sentence.

3. Pattern: it consists of two types of patterns; main pattern which represent the head of
the rule (consequence) or fact, and sub-patterns which represent the body of the rule
(antecedence). The difference between them is the first one has argume@ the
other doesn't.

a7’

o~

Enter new
symptoms

Construct 2 new ased on
main simation| enterad
R

Enter that
symptoms

@ Construct a new rule based on
man situation, selected , and
new symptoms

Construct anew rule based on
main situation md selectd
symptoms

¥
2

Write the constructed rule in
Imowledge base

Q
t Figure 2. Flow-chart represent logical drawing for EMIA steps

Table 1. The production rule template in EMIA

Situation Description Pattern

Main situation Slipped Disc Disease(Slipped Disc)

Symptom1 low back pain in the button of the back | Conditionl
bone

Symptom?2 leg pain in left or right one Condition2

Symptom3 tingling, weakness, and foot senseless Condition3

Symptoms4 little legs narcotize or numbness Condition4

Main situation Take drugs like Tilcotil20mg, if the | Treatment("slipped disc", "Take drugs like
situation continue do surgery operation Tilcotil20mg, if the situation continue do

surgery operation").

102
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Based on descriptions and patterns in the above template, the EMIA tries to construct a
production rule or a fact as clauses in Prolog, Prolog is a logic programming language which
is widely used for implementation of rule-based and expert systems [27]. For the above
example, the EMIA constructs the following production rule and fact in Prolog language
code:

disease_ name("slipped disc"):-

conditionl,

condition2,

condition3,

conditiond. .
conditions(conditionl," low back pain in the button of the back oﬁé\g,>
conditions(condition2," leg pain in left or right one").
conditions(conditiond," tingling, weakness, and foot senseleié:2>

conditions(condition4," little legs narcotize Bness¥).

treatment("slipped disc", "Take drugs like % t¥120mg, the situation
continue do surgery operation") Q QV

4.1.3. Knowledge base construction : owled %se which is constructed
automatically by EMIA contains up-to-dat wledgé Ai practical domain, because it
interacts directly with the domain expe as up -date and empirical expertise in that
domain. Once the production rule has onstr the knowledge extraction phase, the
EMIA saves it in the knowled éThe ted knowledge base can be divided

broadly into three parts:

e The COIldlthIl act1 knowle : it contains all production rules that are

formulated as g actlon he action or consequence part is represented as
a main snu ase na e above example) and the condition or antecedence
part is rep observable symptoms which are coded as conditionl,
conditj ondltlon re N is the number of conditions.

e Thete kno»%ﬁ base: it contains textual symptoms (disease textual symptoms
in the case of t ical diagnosis domain) in the form of sentences. Each sentence
in the text owledge base represents one condition in the condition-action
knowledg@

. The\%’pent knowledge base: it is especially for the clinical diagnosis domain
' ontains the disease treatment knowledge base and it is related to the

COR ion-action knowledge base by the disease name. That means, for each disease

dme in the condition-action knowledge base there is a clinical treatment in the

@greatment knowledge represented as a fact with two string arguments: the disease
name and the treatment for that disease.

4.1.4. Conceptual database

The other function of the EMIA is to extract a set of patterns (keywords) and linguistic
expressions from the expert's answers and save them in a conceptual database to use later by
TMIA. In the expert's answers there are some noisy or meaningless words that do not contain
knowledge. These words effect the accuracy of patterns or expressions which are extracted by
the EMIA. The filtration processes eliminates all meaningless words from whole sentences in
the expert's answers and stores the words and expressions which have meaning in the
conceptual database as patterns or linguistic expressions. The meaningless or noisy words
usually have grammar categories such as prepositions, conjunctions and interjections, and the
meaning words sometimes as nouns, adjectives, adverbs and combinations between them. The
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patterns and linguistic expressions which are saved in the conceptual database can be used by
TMIA especially in documents categorization and patterns generation steps to help the TMIA
for extracting production rules from text documents. In the expert's answers we have meaning
and meaningless words. Let us suppose the meaningless words are isolation boundaries
dividing each sentence into a set of meaning words as patterns (individual words) and sets of
linguistic expressions (multiple words) to save it in the conceptual database. For the above
example, the conceptual database contains the following patterns and linguistic expressions:

Table 2. Sample of conceptual database in proposed EMIA

Patterns Linguistic expressions
tingling low back pain
weakness the button x) °
numbness the back bone
left leg pain v
right one
little legs narcotizé, o )@Cﬁ
4.2. Text Mining Intelligent Agent (TMIA) Q Y
Text mining or text data mining is a process of dg g noyelafopmation or patterns from
a collection of text documents (also known as ascorpus) [12]. g defined text mining as
"the discovery of interesting knowledge in %cument is a challenging issue to find
accurate knowledge or features in text dom@ts to help@s to find what they want" [28].
Although text mining is a part of the g ield mining, it differs from data mining.
The difference between them is e tex the patterns are extracted from text
documents rather than from & al data atabases are designed to process by
programs automatically while teXtsdocuments_are written for us to read. We do not have any
programs to read and undersgand text d [12].
There are many tegh that h en developed and can be used in text miming
processes such as on extractidn, summarization, categorization, clustering, topic
Xg questi wering, and information visualization [29, 12]. In the

tracking, concept
proposed TMIA Q’ed two t iques: the categorization technique which is categorizing
documents 1nt evant Qr -relevant documents with reference to a particular diagnosis
domain, and the other is ormation or knowledge extraction technique which is used for
knowledge discovery f{ ural language text documents. Mitra and Acharya separated the
text mining proce two phases, text refinement and knowledge extraction. In the first
phase, the unstruc or semi-structured text document is transformed into an intermediate
form or mo the second, the knowledge is discovered from this model by extracting
patterns a ning rules [30]. Knowledge extraction is a young and rapidly growing
dlSCl r@ ing to identify key phrases and relationships in text documents using a pattern
process. The challenge in knowledge extraction is to recognize the required
know ge and extract it automatically from text documents. In this paper we proposed an
intelligent agent to solve that problem. The problem is divided into set of sub-problems and
the TMIA try to solve each one individually. The combination of whole solutions will
produce knowledge (facts and rules) elicitation from text documents and save that knowledge
in the knowledge base to use later by other systems (e.g., rule-based expert systems). In
Section 4.1 we discuss the four features of intelligent agents. Now let us reflect on those
features in the proposed TMIA. The reactivity feature is clear when the TMIA can work in
different domains of text documents after the preprocessing of those documents whether they
are pertinent or non-pertinent to a particular diagnosis domain. The TMIA works
autonomously to achieve its objectives and interacts or cooperates with other agents (EMIA)
or human (modification of template contents by domain expert) to perform the main goal of
the MIA architecture. Finally, the proposed TMIA also has initiative features while achieving
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its goals. It takes initiative instead of depending only on external events. In the following sub-
sections we will discuss the components of the proposed TMIA in detail:

4.2.1. Documents Categorization Using (TF-IDF): Automatic text documents
categorization has been used both in the natural language process and in the organization and
management of information. It is the task of assigning documents to predefined categories by
computer algorithms. The text categorization approach is an important research field and is
attracting increasing attention of researchers, because of the growing availability of text
documents in digital format [31, 32]. The commonly used representation method for text
documents is a Bag-Of-Words (BOW) where each word is treated as a feature. Features
selection is defined as the process of selecting the most important features [33, 34].¢n general
the methods of features selection in text document categorization either depend Term
Frequency (TF) or Inverse Document Frequency (IDF). Term frequency 48 th& number of
times a particular word occurs in a document while inverse document f] q@ is the count

of documents containing that word [33].
In proposed TMIA the problem of features sele read by the conceptual

database which contains the important features as p s and is i€ expressions (phrases)
which are extracted by EMIA. In text docum ; categorlzatl e use BOW to represent

input text documents and convert each text ent te a(one-dimensional vector. BOW is

the most widely used text representatl od but it s ers from the quantity of words
which is huge and it lacks to represe elatl etween words [34]. To overcome
these problems, we have reduce tlty 0%5 by eliminating all meaningless words
(e.g., prepositions, con]unctl nd interjections) from each vector. The relationships
between words are not i p ant at th S t f the process. The proposed TMIA took the
contents of the conceptu base a erted it into two sets of feature selections: one
for word level and r for evel TMIA tried to calculate the weight of term
frequency for each (terlqgn t documents Typically, the weights of term frequency
for the phras al dre higher t or the word level because each element of the phrase
level set consist f mor one word while the elements of the word level set consist of
only one word. Eq(l)“b& classical formula with some modification of TF-IDF used for

term weighting: &
% corpus
TF — IDF@ i) = (count(ti, d;) x log |corpus| > X 1; (D

count — doc(t;, corpus)

O

wh&unt(ti,dj) refers to the frequency of term t; in document d;, |corpus| refers to the
number of documents in the corpus, count-doc(t,corpus) is the number of documents in the
corpus that contain the term t;, r; is the number of words in term t; which matched words in
text documents. Eq(2) is the formula which calculates the average of all term weights
calculated in eq(1):

2k=1(TF — IDF(t;,d; )i

S

Av —TF = (2

where TF — IDF (tl- ,dj ) is the weight of term frequency for the i" term, N is the number of
features (terms), S is the total number of words that compose N. Now the TMIA should make
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a decision to accept or reject those text documents by compare the Av — TF value which is
calculated in eq(2) with the threshold value as:

IF Av — TF >= Threshold value THEN accept OTHERWISE reject

To accept means that, the produced text documents for processing are relevant to a
particular problem diagnosis domain. In other words, it contains some relevant knowledge
about that domain which can be extracted by other components of the proposed TMIA. On
the other hand, to reject means that they are non-relevant to that domain and TMIA will ask
the user to enter a new text documents file. .
4.2.2. Sentence analysis: After determining whether the text documents corpus ted to a
particular diagnosis domain, the TMIA filters it by eliminating all paragra@w h are non-
relevant with that domain and processing the relevant p hS. In ds, the TMIA

matches between the concepts (terms) in the conceptualsda paragraph in text

documents to isolate relevant and non-relevant aphs esses each relevant

paragraph separately by dividing it into set of sehtences u@ih egmentation procedure.

Then it isolates the sentences which have w atched e concepts (terms) in the

conceptual database as sub-patterns 6@ 1l beco arts of proposed observable
i e

symptoms that process in the next sta pro@ﬂl continue with other sentences in

relevant paragraphs.
The entities and relatlons a ﬁ@ed by using,Natural Language Processing (NLP) tools

in a document [35]. The sentences are P for Part-Of-Speech (POS) analysis which
assigns POS tags to each @rd in %Snce The POS tags are used to identify the
grammatical structure tences s as verb and noun phrase and also identify the
syntactic category x word as nouns, adjectives,...etc. in that sentence. For POS
analysis we éthe Sta rser, which is a probabilistic natural language parser
recognizing tl@a tructure of sentences [36, 35]. In the proposed TMIA the
Stanford parser recervesqégraph as input and convert each sentence in that paragraph into
an equivalent gram {bl structure tree. Table 3(a) shows us a sample of an original text
paragraph releva back pain diagnosis domain, and Table 3(b) illustrates the same

sample but x th process has isolated the sentences matched with the contents of the

conceptual
Stanfor

& 3(a). Original text paragraph and matched concepts with conceptual
database contains

ase and its corresponding phrase structure tree has been generated by the

Original text paragraph
Spinal stenosis occurs when the spinal cord is compressed. This condition should be suspected in patients
with low back pain that is aggravated by walking and with hyperextension of the back and that is relieved by
rest or flexion of the back. These patients often have fewer symptoms walking uphill than downhill, because
the volume of the spinal canal increases with back flexion and decreases with extension. Patients may also
report pseudoclaudication and sciatica. Pseudoclaudication or bilateral leg pain can occur with walking or
prolonged standing [37].

106 Copyright © 2014 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.2 (2014)

Table 3 (b). Text paragraph and corresponding phrase structure tree generated
by Stanford parser

Text paragraph Phrase structure tree

Spinal stenosis occurs when the spinal | (ROOT(S(NP (JJ Spinal) (NNS stenosis))(VP (VBZ
cord is compressed. These patients often | occurs)(SBAR (WHADVP (WRB when))(S(NP (DT the) (JJ
have fewer symptoms walking uphill than | spinal) (NN cord))(VP (VBZ is)(VP (VBN compressed))))))(.
downhill, because the volume of the | .)))

spinal canal increases with back flexion
and decreases with extension. Patients | (ROOT(S(NP (DT These) (NNS patients)) (ADVP (RB
may also report pseudoclaudication and | often))(VP (VBP have)NP (NP (JJR fewer) (NNS
sciatica. symptoms))(VP (VBG walking) (ADVP (RB uphill)) (ADVP
(IN than) (RB downhill)))) (, ,) (SBAR (IN because)(S(NP(NP

(DT the) (NN volume))(PP (IN of) (NP (DT the) Wal)

(NN canal))))(VP(VP (VBZ increases) (PP (IN witB)(NP) (JJ
back) (NN flexion))))(CC and) (VP (VBZ decr

also))(VP (VB repor N pseu audication) (CC and
(NN sciatica)))) (. ))r\ ,(

with) (NP (NN extension)))))))) (. .)))
(ROOT(S(NP (NNS PatEe:ts)XVP %@(ADVP (RB

4.2.3. Patterns and sub-patterns generation: In @n 4, lwcussed the relationships
res

between the diagnosis domain and the produ rules re ation. Let us now discuss
how we can extract the components of the ction ﬂx m text based on the result of
sentences analysis stage. In this section patter andrsub-patterns to represent a main
situation and observable symptoms re IA tries to identify the causal words
in a process paragraph to mark h sepa ords between proposed patterns and
proposed sub-patterns. Typic he causal wor are used to indicate causal relationships
between two objects (patterns and sub- patt in a paragraph In the English language we
have many causal words suth jas "bec 1f", "report”, "suffer”, "symptom", "condition"

and so on. Now let us sn%pse that al\tlle 'noun phrases in the phrase structure tree before
these words are pro atterns, dnd all the phrases after those words are proposed sub-
patterns. In other Words, aftep@co plete processing of this stage the TMIA has a set of
proposed pat of’ main situations and a set of proposed sub-patterns or observable
symptoms whi oduc next stage.

4.2.4. Template cons
patterns which yie

1on: In this stage, the TMIA takes all proposed patterns and sub-
om previous stage and all proposed sub-patterns which resulted from
the sentences anal¥ysis stage. Then, it puts all of them in a predefined template which is
prepared for ﬁ,purpose. Table 4 illustrates the contents of predefined templates extracted
from Table -b).

%Ie 4. Proposed patterns and sub-patterns extracted from Table 3(a-b)

Proposed patterns (main Proposed sub-patterns (observable symptoms)

situations)
e  Spinal stenosis e This condition should be suspected in patients with low back pain
e  The spinal cord that is aggravated by walking and with hyperextension of the back

and that is relieved by rest or flexion of the back

e  These patients often have fewer symptoms walking uphill than
downhill

e because the volume of the spinal canal increases with back
flexion and decreases with extension.

e  Patients may also report pseudoclaudication and sciatica
Pseudoclaudication or bilateral leg pain can occur with walking or
prolonged standing
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The contents of Table 4 are also displayed for the domain expert to select, modify, add and
delete appropriate proposed patterns and sub-patterns to capture and accept certain patterns
and sub-patterns as in Figure 3 which illustrates the modification process by the domain
expert on proposed patterns and sub-patterns which were produced by TMIA and sent to final
predefined template as shown in Table 5 for use in the formalization process. The final
predefined template consists of three components:

1.

Patterns and sub-patterns: it includes a main situations and a set of symptoms in the
case of a production rule description or only a main situation in the case of fact

description.

pphent

Description: it includes all real descriptions for each situation in the first
as phrases which are modified (select, update, add, and delete) by domai

represent
ula w

Extracted formula: it consists of two types of formulas; main form i
the head of the rule (consequence) or fact, and s

Q’Q

esent the body

of the rule (antecedence).

TMIA

Patterns and
sub-patterns

A

Modification process

Certain patterns
and sub-patterns

VvV

Final predefined
template

Figure 3. Modification process by domain expert on proposed patterns and

sub-patterns

Table 5. Final template modified by domain expert in TMIA

Extracted Formula

Patterns and
sub-patterns

Description

Main situation

spinal stenosis

disease(spinal stenosis)

Symptom5

This condition should be suspected in patients
with low back pain that is aggravated by
walking and with hyperextension of the back
and that is relieved by rest or flexion of the back

condition5
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Symptom6 These patients often have fewer symptoms | condition6
walking uphill than downhill
Symptom7 Pseudoclaudication or bilateral leg pain can | condition?

occur with walking or prolonged standing
Main situation The physical therapist will help you try to | treatment (spinal stenosis, The
reduce your pain, using stretches . If the pain | physical therapist will help you try to
does not respond to these treatments, or you lose | reduce your pain, using stretches . If
movement or feeling, you may need surgery. the pain does not respond to these
treatments, or you lose movement or
feeling, you may need surgery)

4.2.5. Production rules capture (formalization): Depending on descriptions and extracted
formula from the above final pre-defined template, the TMIA tries to construct a production
rule and a fact as clauses in Prolog programming language codes. For the above e&; the
TMIA constructs the following production rule and fact in Prolog language code

disease_ name("spinal stenosis"):-

cgndi tiond, ' ‘% @
condition®, \'

condition’ Q
conditions(conditiond," This condition sho ed in patients with
low back pain thatf\i% aggrayvated by walking and with
hyperextension® e back that is relieved by rest

or flexion o bac

conditions(condition6," Thes &nents% have fewer symptoms walking
uphill than downhill ")

conditions(condition7 " Pseudoclaudi
with walking or pr stand’
treatment(" splna

%mn or bilateral leg pain can occur

physical therapist will help you try to

A@iyour pain, using stretches . If the pain
t respond to these treatments, or you lose

Q ;E @ovement or feeling, you may need surgery.").

Once the productio e and fact have been constructed in the formalization phase, the
TMIA saves it i owledge base. In Section 4.1.3 we discussed three parts of the
knowledge base in\the proposed system: the condition-action knowledge base, the textual
knowledge %’and the treatment knowledge base. The TMIA saves each part of the
constructe@ uction rule in its place in each part of the knowledge base. For example, it
save the ition action pair of the production rule in the condition-action knowledge base
an xtual symptoms in the textual knowledge base and so on. The new contents of the
textualknowledge base part should be sent to the filtration process as sentences to extract new
patterns and linguistic expressions and save them in the conceptual database. The TMIA
returns to the sentences analysis stage to take new relevant paragraph and repeat all the
processes again until the last relevant paragraph.

5. Knowledge Base Completeness and Consistency

Now we capture a complete knowledge base which yields from cooperation between
EMIA and TMIA using the production rules knowledge representation method. When the
knowledge representation in the knowledge base is completed, or is at least at a sufficiently
high level of accuracy, it is ready to be used. The completeness and consistency of the
knowledge base are the responsibility of the domain experts when they interact with the
proposed multi-intelligent agent architecture.
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The knowledge base completeness means the knowledge base is without any deficiency in
its knowledge. In the proposed system we produce an effective knowledge base through an
interactive EMIA with more than one domain expert to guarantee we can capture a variety of
knowledge from different domain experts. The variety of knowledge comes also from the
variety of resources for that knowledge (text documents). In this way we can obtain a
complete knowledge base.

The knowledge base consistency means there is no conflict between the new added
knowledge and the existing knowledge in the knowledge base. For example in the proposed
architecture, if EMIA extracted production rule for a specific situation from the domain
expert and the TMIA extracted the same situation from text documents, this situation should
be deleted by the domain expert when TMIA displayed it to him in the template modification
process, before reaching the formalization stage. In this way, we guarantee there is4io conflict
between adding new knowledge and saved knowledge in the knowledge base. \ ‘\3

6. System Evaluation

[ ]

The evaluation process of the proposed system is carr% acros edical domain. To
be more precise, the referred domain is back pain dis as in w e case study. For
evaluating the performance of the proposed syste divide theYprocess into two parts:
EMIA evaluation and TMIA evaluation. lv

In the traditional way, the knowledge engine¢rinterviews.donlin experts to elicit problem
solving knowledge and formulates it in the edge b: &1 the proposed architecture the
EMIA interacts directly with domain e % to extr a}ﬁr knowledge and save it in the
knowledge base. We displayed EMIA'gn-, e doma &er‘[s in the medical domain. One of
them understood his task (intera io@ EMI%@ r an introductory description, whereas
the others understood their tad&fter describing ¥ach step in detail. Therefore, we put all
description about how EMIA works in thé option of the main menu of that system. All
questions which were pro u@ by EM e domain experts are the same questions which
were produced by a e engineekto’domain experts. This means, the answers also are
same in both cases. ; he answers, the knowledge engineer and the EMIA were able to
extract knowledge ductiowﬁs and save it in the knowledge base. That led us to
conclude the k dge base.in beth cases is similar (equivalent).
i how six times when the process was carried out on the same
text documents both b ’A and knowledge engineer. The aim of this comparison was to
analyze whether the is capable to produce and create a correct and effective knowledge
base to the users. 6 shows the results of the above process, the column title show us the
total numbe oﬁgz:g of text document files, the number of paragraphs for each text file,

Ta@@ Experiment results comparison between proposed TMIA and

Q Knowledge engineer
pages paragraphs | accepted Rules didn’t Rules need Total rules Rules
text paragraphs | need modification | extracted by extracted by
document modification proposed knowledge
file TMIA engineer

2 7 5 1 4 5 5

1 4 3 0 3 3 4

3 9 7 3 4 7 7

2 6 5 2 3 5 6

1 3 3 1 1 2 3

3 8 6 2 2 4 6

the number of accepted paragraphs, and so on. The most important columns in the above table
are the number of rules which don't need to be modified, the total rules extracted by the
proposed TMIA, and the number of rules extracted by the knowledge engineer. Figure 4
illustrates the comparison relationships between the number of extracted rules by TMIA
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which didn't need modification by a domain expert and the number of rules which were
extracted by the knowledge engineer from the same text documents. Let us suppose the
average performance score of the knowledge engineer for extracting production rules from
text documents is 100%. This means that based on the above table and Figure 4, the average
performance score of TMIA for extracted production rules which didn't need modification
process is 29%. This ratio is very low. Therefore, the TMIA can't depend on that rate to
produce an effective knowledge base. To increase that ratio we proposed modification
process.

Figure 5 illustrates the comparison relationships between the total number of extracted
rules by TMIA (need and no need modification process) and the number of rules which were
extracted by the knowledge engineer from the same text documents. The average performance
score reached to 84%. This score of the proposed EMIA improved after the mgdification
process by jumping from 29% to 84%. This ratio is not stable for all text doc m‘éxjjut it
sometimes increases or decreases based on text document types, domain, an W%M style in
those documents. The knowledge base which was produced automaticall@ e proposed
MIA architecture is very similar to the knowledge base \K wAs pro nually by the

knowledge engineer. Q
. ‘\ ) A
; Y
; Q. Y.
L5
) A
g3
2
| S S
1 2 3 \v a4 5 6 No. of
@ Q— Knowledge engineer runs

Figure 4. riso %E ance between no. of rules (didn’t need
dlflcat% MIA and knowledge engineer

The average score ma Ch to around 92% between them. The knowledge base which
was constructed auto Ily by the proposed MIA architecture can be used in expert system
tools (shells) to co expert systems in specific domains (domain of knowledge base).

A
\Hg
(OME .

6

Q % » // \"\ /‘

z, T~ N\ /.

i ~ NN

2 \'/
1
0
1 2 3 4 5 6 No. of
=—4=—EMIA =—==Knowledge engineer runs

Figure 5. Comparison performance between total no. of rules in EMIA and
knowledge engineer
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7. Conclusions

The methodology presented in this work offers novel approaches for acquiring knowledge
from domain experts and text documents based on a multi-intelligent agent and using an
automatic way for constructing a knowledge base in a specific diagnosis domain. In this
research paper we produce expert mining as a new concept to mean extracting useful
knowledge or meaningful patterns from human domain experience and we present a novel
method for text mining based on a conceptual database, causal words, phrase structure trees,
and predefined template to extract production rules from text document files. The proposed
architecture can speed up construction of a knowledge base by reducing the amount of time
that a domain expert may take when trying to explain his experience to knowledge engineer
and reducing the time also for the knowledge engineer when he reads text documents to
extract and formulate knowledge from these documents.

In the system evaluation process we proved that the performance of the propo stem is

optimized after the modification process by the domain expert to obta orrect and
effective knowledge base which is similar to the knowle e base t produced by
knowledge engineer. Therefore, we can use the propose —1ntelh ent architecture

1n an a osis domain. That
3 nt eratlon between two

as a tool for constructing knowledge bases auto
means, the proposed architecture is domain indg
intelligent agents can produce a complete and reliable owl’% se because two of them
can be integrated with each other. In other wor@n y lack in oné’resource of knowledge can
be overcome in the other resource. Q \&%
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