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ABSTRACT

This paper presents a multi-modal approach to locate a
speaker in a scene and determine to whom he or she is
speaking. We present a simple probabilistic framework that
combines multiple cues derived from both audio and video
information. A purely visual cue is obtained using a head
tracker to identify possible speakers in a scene and provide
both their 3-D positions and orientation. In addition, esti-
mates of the audio signal’s direction of arrival are obtained
with the help of a two-element microphone array. A third
cue measures the association between the audio and the
tracked regions in the video. Integrating these cues provides
a more robust solution than using any single cue alone. The
usefulness of our approach is shown in our results for video
sequences with two or more people in a prototype interactive
kiosk environment.

1. INTRODUCTION

Currently, most speech interfaces are designed for a single
speaker. Designing systems that can understand conversa-
tional dynamics between multiple people is a difficult task.
We would like to have a system that can understand not
only who is speaking but to whom they are speaking. This
should also be done without burdening the user with devices
such as microphone headsets. The use of multiple modalities
and multiple sensors makes the problem more tractable.

Visual cues alone can be used to determine who is in the
field of view, where they are facing and if their lips are
moving. However, these cues cannot tell if a subject’s lip
movement is caused by speaking or by some other process
such as a change in expression. Audio cues can tell us when
someone is speaking, and even where the sound is coming
from. However, audio alone cannot identify who the speaker
is speaking to and whether or not that speaker can be seen
by the camera. With audio and video cues from multiple
cameras and microphones, we can estimate where people
are, toward whom (or what) they are facing, whether audio
is coming from their direction, and whether their lips are
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moving synchronously with the audio.

In this paper, we discuss a prototype system which statis-
tically fuses these cues, serving as a front end for a multi-
person conversational kiosk. Our system combines modules
for stereo-based head tracking, direction of arrival (DOA)
estimation with a microphone array, and audio/visual syn-
chrony processing. We show these three components allow
for robust front-end processing in a multi-person conversa-
tional interface.

Faces have been used as salient cues for a conversational
interface; [13] demonstrated a state-of-the-art machine learn-
ing approach to detecting face patterns. The use of face
detection and tracking in an interactive kiosk was demon-
strated in [1], and [2] showed how fine-grained pose tracking
can estimate the conversational target of a user in an in-
teractive environment when the speakers wore an attached
microphone.

User pose, proximity and visual speech activity were com-
bined with simple fusion rules in [6] to determine whether a
person is speaking to the camera and to enable automatic
control of a speech recognition system in a traditional desk-
top environment. Several systems for speaker detection us-
ing visual cues have been proposed using Bayesian Networks
[9, 11]. These systems exploit a sophisticated statistical
model for fusion, but only limited audio and visual cues from
a single microphone and single camera, and were primarily
designed for a single speaker.

There are many approaches to speaker localization from
one or more audio sensors. Microphone array processing can
be used to estimate the DOA from one or more sources [7].
In [10] a microphone array and a single camera was used
to locate a speaker in a scene; they used a time-difference-
of-arrival (TDOA)/cross correlation technique to locate the
direction of speakers relative to the interface. They do not
consider to whom the person is speaking, nor handle speak-
ers who are not in the camera view but possibly in the same
direction as a visible person (relative to the array).

With just a single microphone and video information, au-
dio/visual synchrony can associate an utterance with two or
more possible visual targets. Hershey and Movellan treat
the audio and video signals as two separate random vari-
ables and measure the correlation between them [4] with
the implicit assumption that the audio and video are indi-
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mensional subspaces. Canonical correlation analysis is con-
sidered in [12]. The non-Gaussian case is considered in [5].
None of the above systems can simultaneously and ro-
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Figure 1: Models for determining speaker intent and audio source localization. The camera and array coordinate
systems were aligned and their X,Z plane is parallel to the ground. By positioning the microphone array at approxi-
mately mouth level, we can make the simplifying assumption that speech sources emanate from within the microphone

array plane.

bustly discern the conversational target of two or more users
and identify when an off screen audio source in the direction
of a visible user is actually responsible for a received utter-
ance. We believe we are the first to combine these three nec-
essary components - head pose tracking, microphone array
processing, and audiovisual synchrony detection - to achieve
this goal.

2. VISUAL AND AUDIO CUES

Our first cue is obtained using a six degree of freedom head
pose tracker. We estimate the head orientation and position
of each visible speaker independently using adaptive view-
based appearance models created online [8] from a two-frame
registration algorithm which combines the robustness of ICP
(Iterative Closest Point) and the precision of the normal flow
constraint. Our tracking technique takes advantage of depth
information available from a stereo camera [3] which makes
it less sensitive to lighting variations.

For each person ¢ tracked we obtain a 3D position, X;,
which represents their head’s (z,y, z) location in the cam-
era’s coordinate system. In addition, we are given parame-
ters for the person’s head orientation, O;, which is shown as
a vector in Figure 1(a)

Our second cue is derived purely from the audio. We de-
termine the DOA of the audio source based on estimates
of the TDOA between the microphones in the array. To
estimate TDOA, we use the standard technique of find-
ing the maximum in the microphone signals’ time-domain
cross-correlation function. In general, the uncertainty in
this TDOA estimate will depend on the signal-to-noise ra-
tios (SNRs) of the microphone signals and the bandwidth
of the audio source. In our prototype system, we make the
simplifying assumption that the SNRs and bandwidths are
fixed, and we test on scenarios where these assumptions are
approximately true.

Given our estimated TDOA and knowing the geometry
of our microphone array, we estimate a DOA, «. To incor-
porate the uncertainty of the DOA estimate into our hy-
pothesis framework, we calculated the sample variance, o2,
of a training dataset from a speaker at a known location.
Knowing the array geometry allows us to define a function,
B(6;04), which expresses the uncertainty at any arbitrary
DOA, 6, parameterized by o2. In particular, our A/V rig
has lower DOA uncertainty directly in front of the camera
than it does to the sides.

Our third cue combines information from both the audio
and video streams. We use the information from the head
tracker to obtain a stabilized region of interest (ROI) in the
video, V;(z,y), for each person 7. To measure the synchrony
of each region of interest with the audio signal we calculate
a correlation/association score in a style similar to [4].
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where ¥4 , Xy, (2,y) and X4 v, (2,y) are estimates of the co-
variance for marginal and joint Gaussian distributions of A,
Vi(z,y), and A * V;(z,y) respectively. These estimates are
made over a one second window centered at time ¢. For sin-
gle dimensional audio and video representations Cy(z,y) is
a function of the Pearson’s correlation coefficient p [4].

The association calculation in Equation 1 is performed
independently for each pixel location (z,y) in Vi(z,y). We
use the output of a horizontal edge filter on the region of
interest for our video feature, and the energy in the 1kHz
to 6kHz band as our audio representation. This energy is
calculated over a window associated with each video frame.

In an attempt to smooth out any spuriously high corre-
lation scores we define a variable ; to give us a sense of
the overall association of the audio and video at time t by
treating each pixel and frame independently and calculating
the average of value C¢(z,y) over all x and y. This average,
vi, is computed over a window length of one second.

3. INTEGRATION

In order to facilitate the integration of different modalities
into our system we adopt a statistical framework. We enu-
merate a set of hypothesis and associated statistical mea-
surement models. While more sophisticated measurement
models might be available, we purposely choose simple mod-
els which satisfy the requirements of a hypothesis test, agree
with our intuition, and do not exceed our computational ca-
pacity.

We decompose the hypotheses into two subsets. The first
set, via the head pose tracker, infers the focus of each subject
asking “Who is looking at who/what?”. We refer to this as
our focus hypothesis. The second set integrates DOA infor-
mation with the measure of audio/visual association to form
our speaker hypothesis which asks the question “Which sub-
ject is speaking?”. We assume a higher level process, such



as a speech recognizer, has told our system when someone
is speaking.

3.1 Focus Hypothesis

The hypotheses used to describe the focus, Hf, of each
subject i out of the possible M that are tracked, are enu-
merated as follows:

Hf;p : person i is looking in a random direction,
or at someone who is not being tracked.

Hf;; : person i is looking at person j.

Hf;. : person ¢ is looking at the camera

with the associated statistical models:

p(OilHf;g) = unif (0;) (2)
p(OilHfi ;) = N (£(0:,Vi;);0,0p) (3)
p(OilHfic) = N (£(04,Vie);0,00) (4)

where N (+; 4, 0) indicates a Gaussian density with mean
and standard deviation o and ¢, je{1...M}. Equation 2 as-
sumes a uniform distribution over the possible directions a
subject can be looking toward when he or she is conversing
with neither the camera nor another tracked individual.

As shown in Figure 1(a), Z(O;, V;,;) is defined as the angle
between subject i’s orientation, and the vector from subject
i to 7. Similarly Z(0;, Vi) is the angle between O; and the
vector pointing toward the camera from location X;.

In our experiments o, is approximately 10° while o, is
approximately 2°. The difference arises from the observa-
tion that when subjects look at the camera their gaze (as
measured from the head pose tracker) is much less variable
than when looking at other subjects in the scene.

The prior probabilities of each hypothesis are set to be
equal, and the hypothesis with the highest posterior proba-
bility is picked.

3.2 Speaker Hypothesis

The hypothesis for associating the audio signal with a
subject in the scene, Hs, we consider are:

Hsy : a person who is not tracked is speaking
Hs; : person i is speaking
with associated statistical models
p(a,T|Hsp) = unif (o, T) (5)
p(a,T[Hsi) = N(o;éi, B(¢is00)) *p(U[Hsi)  (6)

where « is the estimated audio DOA, and I" represents the
set {71, ..., ym }.Again we assume a simple uniform distribu-
tion over all possible values of «, and I' when the speaker
is someone who is not tracked. ¢; is the angle between the
microphone array and person i as shown in Figure 1(b). We
define: i

p(F‘HSi) Sy (7)

> j=17i

The intuition is that as the association measure ~; for one
subject is significantly higher than the others, p (I'|Hsi) ap-
proaches a maximum. In the other extreme it approaches
zero. Additionally, if the association measures are nearly
equal then p(T'|Hs;) approach an equal value for every i.
The prior probabilities for our speaker hypotheses are set
such that the probability of the speaker being someone who
is tracked is equally as likely as being someone who is not
tracked.

4. EMPIRICAL RESULTS

We used a prototype audio/video rig consisting of a firewire
stereo camera head [3] and a linear microphone array to
record our sequences. The stereo camera provided us with
two 320x240 pixel rectified stereo image pairs at 25 frames
per second, and each omnidirectional microphone in the ar-
ray provided a separate audio stream sampled at 44.1kHz.
We chose to use only two microphones, 9” apart, in our ar-
ray so that our system could be interfaced to any computer
with a standard stereo audio jack. Our recording environ-
ment was a 20’ x 20’ open room with a small amount of sta-
tionary background noise. In our implementation our DOA
estimate was computed over 125 ms windows to enable us
to detect rapid speaker changes. Figure 1(c) describes the
information flow between the components of our system

Each of our experimental sequences involved two or three
individuals conversing with each other or the audio/video
rig. Two individuals were tracked and remained in the field
of view of the camera at all times. Their conversation was
restricted to a turn-taking dialog and there was no simulta-
neous speech. Each sequence consisted of more than 2000
frames.

For each sequence, ground truth was established for the
frames in which someone was speaking. These frames were
labelled with who was speaking and toward whom or what
he or she was facing. Focus information was only labelled
and compared for the tracked individuals. The results of the
two hypothesis tests were independently compared to the
ground truth. Table 1 shows the result of the focus hypoth-
esis for each of the sequences. We see that our head tracker
is close to 100% accurate in estimating toward whom, or
what a person is looking. However, during the first sequence
there were a few times when the first person simultaneously
gestured with his head toward the camera and spoke to the
second person. This resulted in a period of ambiguity. Head
tracking alone cannot predict such complex conversational
dynamics.

We ran three versions of our system. The first version
calculated the speaker hypothesis using only the DOA mea-
surements by ignoring I, i.e. it sets p (I'|Hs;) in Equation 6
to 1. The second version only used the audio/video associa-
tion measure to determine which of the two tracked subjects
were speaking. The resulting hypotheses was therefore lim-
ited to Hs; and the speaker was determined by which ~; was
greatest. The final version of the system performed the full
hypothesis test outlined in section 3.2.

A summary of the speaker hypothesis using each version
of our system is shown in Table 2. These results show that
using DOA alone gives approximately 90% accuracy in the
two person sequence, and 80% accuracy in the three person
sequence. Using only the audio/video association performs
slightly worse. The combined system reduces the error by
only 1% in the two person sequence, but by 45% in the three
person sequence.

Table 3 shows confusion matrices for these experiments.
In the second sequence involving three people talking, the
first person spoke 34% of the time, the second 53% of the
time, and the third individual who was off camera spoke 13%
of the time. Using DOA only on this sequence never pre-
dicted that an off camera source was speaking. This can be
explained by the fact that the second and third person were
standing close to each other and toward the side of the mi-
crophone array where the variance was greater. This allowed



hypothesis Hsz to out-weight the null hypothesis. By com-
bining the audio/video association measure we gain 62% ac-
curacy when the third person is speaking. The audio/video
association can be thought of as a confidence weighting fac-
tor. In the situation where the third person was talking,
if the second person’s motion was not associated with the
audio, it would lower Hsy, thus allowing for the correct hy-
pothesis. This situation is shown on the right-hand example
of Figure 2.

Sequence Person 1 | Person 2
Two Person 87.91 % 97.17 %
Three Person | 99.79 % | 100.00 %

Table 1: Subject Focus/Intent (% Accuracy)

Sequence DOA Only | A/V Assoc. Only | Combined
Two Person 89.36 % 76.17 % 89.49 %
Three Person 80.06 % 76.76 % 89.01 %

Table 2: Speaker Association (% Accuracy)

Person 1 | Person 2 | Person 3 (off camera)
Person 1 100.0 % | 0.00 % 0.00 %
Person 2 12.31 % | 87.69 % 0.00 %
Not Tracked | 28.72 % | 71.28 % 0.00 %

(a) Speak Association Confusion Matrix, DOA Only

Person 1 | Person 2 | Person 3 (off camera)
Person 1 100.0 % | 0.00 % 0.00 %
Person 2 10.53 % | 88.78 % 0.69 %
Not Tracked | 24.47 % | 12.76 % 62.77 %

(b) Speak Association Confusion Matrix, Combined

Table 3: Confusion matrices for results for the three
person sequence using DOA only (a) and combined (b)
speaker hypothesis testing. The ”y-axis” is the ground
truth, and the ”x-axis” is our system’s hypothesis.

5. DISCUSSION AND CONCLUSIONS

This paper presents a simple probabilistic framework for
combining multiple visual and audio cues in order to locate a
speaker in a scene and determine to whom he or she is speak-
ing. We have shown that the visual cues obtained by our
head pose tracker are suitable for determining a speaker’s fo-
cus. The DOA measurements found using the two-element
microphone array were satisfactory for locating the speaker
in a scene in which the subjects were sufficiently separated.
In the cases where the subjects were at similar angles from
the array, it was shown that using audio/visual association
measurements could help disambiguate them.

Future work will examine more sophisticated joint audio/video

measurements. Here we considered simple pixel based fea-
tures when measuring audio/video synchrony. However, it
is expected that domain specific features (e.g. facial models)
would improve results. In addition, we wish to explore incor-
porating a speech recognizer and integrating a higher level
conversation model for determining to whom each person is
speaking.
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