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Abstract

This paper describes the participation of

USTB PRIR team in the 2017 BioASQ

5B on question answering, including doc-

ument retrieval, snippet retrieval and con-

cept retrieval task. We introduce differ-

ent multimodal query processing strate-

gies to enrich query terms and assign d-

ifferent weights to them. Specifically, se-

quential dependence model (SDM), pseu-

do relevance feedback (PRF), fielded se-

quential dependence model (FSDM) and

Divergence from Randomness model (D-

FRM) are respectively performed on dif-

ferent fields of PubMed articles, sentences

extracted from relevant articles, the five

terminologies or ontologies (MeSH, GO,

Jochem, Uniprot and DO) to achieve better

search performances. Preliminary result-

s show that our systems outperform others

in the document and snippet retrieval task

in the first two batches.

1 Introduction

Due to the continuous growth of information pro-

duced in the biomedical domain, there is a particu-

larly growing demand for biomedical QA from the

general public, medical students, health care pro-

fessionals and biomedical researchers (Zweigen-

baum, 2003). They consult knowledge about the

natures, the preventions or the treatments of dis-

eases, or learn from research results of other re-

searchers. To some extent, biomedical QA is one

of the most significant applications of the exist-

ing real-world biomedical systems (Han and A-

thenikos, 2010).

Since 2013, BioASQ organizers has proposed a

community-based shared task which aims to eval-

uate the current solutions of a variety of QA sub-

tasks. Several benchmarks have been provided for

researchers to evaluate their QA systems. BioASQ

2017 Task 5B challenge (Tsatsaronis et al., 2015a)

is the fifth edition of the question answering task,

of which the phase A requires the evaluated sys-

tem to (i) semantically annotate the questions with

concepts from a set of designated terminologies

and ontologies (MeSH, GO, Jochem, Uniprot and

DO); and (ii) retrieve relevant articles, text s-

nippets, and RDF triples from designated article

repositories and ontologies (PubMed/MEDLINE

articles) with biomedical questions in natural lan-

guage provided by biomedical professionals or re-

searchers. The ground truth are manually anno-

tated by these experts with some annotated tools.

There are five batches of evaluation and in each

batch participants are provided with 100 natural

language questions and required to return at most

10 relevant documents, snippets, concepts to the

questions within 24 hours.

Over the past decade, a variety of approaches

have been proposed for biomedical question an-

swering (Bauer and Berleant, 2012). Generally,

a QA system typically consists of question pro-

cessing, document processing, and answer pro-

cessing phases, which are respectively in charge

of 1) converting natural language questions into

queries, 2) searching relevant documents, and 3)

extracting, ranking candidate answers and format-

ting them into expected answer type. (Han and

Athenikos, 2010; Holzinger et al., 2014). There

are several studies concerning the improvements

on query processing phase (Huang et al., 2006; Yu

et al., 2005; Kobayashi and Shyu, 2006) and doc-

ument processing phase (Cairns et al., 2011; Yu

and Cao, 2008). However for answer processing

phase, especially answer matching and ranking,

only some simple approaches in previous BioASQ

challenge have been proposed (Tsatsaronis et al.,

2015a; Mao and Lu, 2015). According to the



above researches, the most challenges of biomed-

ical QA are three main issues, specifically 1) how

to generate query terms appropriately from natu-

ral language questions, 2) how to match relevant

documents or sentences when they use differen-

t expressions (maybe synonyms of keywords) and

3) how to measure and utilize the difference in im-

portance of query terms.

In order to address these challenges, in this pa-

per we propose a multi-strategy query processing

approach which combines several mature query

processing models according to the different char-

acteristics of data sources, which is also actually

the participation of our USTB PRIR team in the

BioASQ Task 5B phase A challenge1. Specif-

ically, in order to extract proper keywords and

generate queries, we perform stop-words removal,

noun extraction with Pos-of-Tagger (POS) and

stemming. For the missing issue caused by ex-

pressions, we utilize a thesaurus which is pro-

duced through computing the similarities between

the vector representations of each pairs of word-

s. Moreover for query keyword weighting, we

take the word sequences, different fields of appear-

ance, TF-IDF, etc into consideration for differen-

t BioASQ tasks. We evaluate our approach on

the BioASQ 2016 and 2017 benchmarks for docu-

ment, snippet, concept retrieval and experimental

results demonstrate our method outperforms the

baseline methods or other participants so far on

document, snippet and concept retrieval tasks.

2 Related Work

The participants of previous BioASQ challenge

have proposed several approaches for searching

relevant documents, snippets and concepts for

biomedical QA. One of the participants(Choi,

2015) proposed to utilize semantic concept en-

riched dependence model where the recognised

UMLS concepts in the query are used as additional

dependence features for ranking documents. An-

other team(Papanikolaou et al., 2014) developed

a figure-inspired text retrieval method as a way

of retrieving documents and text passages from

biomedical publications. For matching relevant s-

nippets, most participants works on similar meth-

ods of searching articles. An exception is the

framework proposed by NCBI(Mao et al., 2014),

which directly compute the cosine similarities be-

tween the questions and the sentences.

1http://bioasq.org

However, these methods focus on the match-

ing function or the ranking process, which ignores

the three challenges mentioned in the Introduc-

tion section. The natural language questions are

too raw to be regarded as query keywords and the

difference in importance of keywords should be

considered. Some re-ranking or learning-to-rank

based approaches works not well either for the

same reason because they rely much on the initial

ranking results.

3 Task 5B Phase A: Document Retrieval

3.1 The Framework Architecture

The framework of searching relevant documents is

shown in Figure 1, which includes document pre-

processing, query pre-processing, several rank-

ing models based on query expansion and term

weighting strategies.

3.2 Pre-Processing

3.2.1 Document Pre-processing

We download the entire database of MEDLINE

updated in Feb 2017 through the FTP service of

National Institutes of Health (NIH) which con-

tains 26,759,010 citations. These documents are

represented in JSON files which contains a vari-

ety of information, including journal information,

contents of title, author, abstract and keywords,

similar articles and comments. We analyze the

resources and select the following fields to rep-

resent the documents: ArticleTitle, AbstractText,

Title, MedlineTA, NameOfSubstance, Descriptor-

Name, QualifierName, Keyword and ISOAbbrevi-

ation. These fields are extracted from the docu-

ment resources and indexed with Galago, an open

source search engine2, which is developed as an

improved JAVA version of Indri. We also perform

stemming and stop-words removal work like other

IR applications, however unfortunately, the perfor-

mances seems worse during the training process.

As a result, we decide not to utilize these strate-

gies for document pre-processing.

3.2.2 Query Pre-Processing

As is mentioned above, one of the challenges is

how to automatically generate the query terms

from a natural language question. During query

pre-processing, we carry out a series of work to

extract the keywords of the user queries. There

2http://www.lemurproject.org/galago.

php



Figure 1: The whole framework architecture of query generation method based on multimodal document

retrieval strategies

are several symbols which is unnecessary and un-

related to the requests so we filter out the symbol-

s in the first step. Note that the symbols which

may be a part of named entity cannot be removed.

Afterwards, stop words like “what” or “are” are

common in natural language questions and are not

suitable to feed into search engine so they are re-

moved according to a stop-words list. As usual,

the query terms are case-folded and normalized. In

addition, we used the Stanford-Postagger package

to identify nouns from queries and the MetaMap to

identify the biomedical concepts in query terms.

3.3 Ranking Models

3.3.1 Sequential Dependence Model

The traditional IR techniques in biomedical do-

main rely on a unigram Bag of Words (BoW) re-

trieval model. Each document in the collection of

candidates, as well as each query, is represented

by a set of words and the corresponding frequen-

cy based on the assumption that the appearance of

each pair of words are independent. Different se-

quence of queries is regarded as the same. Con-

sider an example of two documents that contain

all query keywords. It is obvious that the doc-

ument with the right sequence of terms appear-

ing in query is more likely to meet the demand.

Therefore, we introduce the Sequence Dependen-

cy Model (SDM) (Bonnefoy et al., 2012) to take

the sequence information into account when com-

puting the relevance between a document and a

query.

SDM is a special case of the Markov Random

Field (MRF) (Metzler and Croft, 2005). In order

to capture the information of a sentence, this mod-

el extracts the phrases in different ways, and gives

corresponding weights to different types of phras-

es to indicate their importance.

There are three features in the SDM to be con-

sidered: single-word features (a collection consist-

s of single-word, QT ), ordered bi-words phrase

features (the two words in a phrase appearing in

order, QO) and unordered window features (one or

several words can be allowed appearing between

the two words, QU ). Generally, the potential func-

tion for unigrams (single-word feature) looks as

follows:

fT (qi, D) = logP (qi|θD) = log
tfqi,D + µ

cfqi
|C|

|D|+ µ
(1)

where qi is a query term, D is a document,

tfqi,D is the frequency of qi in D, |D| is the doc-

ument length, µ is a Dirichlet prior, that is usually

set to the average document length in the collec-

tion, cfqi is the collection frequency of qi and |C|
is the total number of terms in the collection. Sim-

ilarly, for ordered and unordered bi-grams, the po-

tential functions are respectively as follows:

fO(qi, qi+1, D) = logP (#1(qi, qi+1)|θD)

= log
tf#1(qi,qi+1) + µ

cf#1(qi,qi+1)

|C|

|D|+ µ

(2)

fU (qi, qi+1, D) = logP (#uwN(qi, qi+1)|θD)

= log
tf#uwN(qi,qi+1) + µ

cf#1(qi,qi+1)

|C|

|D|+ µ

(3)

where #1(qi, qi+1) and #uwN(qi, qi+1) are re-

spectively the appearances of the exact phrase

qiqi+1 and the term qi, qi+1] within a window N

terms. Hence, the scoring function of a documen-

t in SDM is the combination of the above three

functions, shown as follows:



score
SDM

= score
SDM

(QT , QO, QU , D)

= λT

|Q|∑

i=1

fT (qi, D)

+ λO

|Q|−1∑

i=1

fO(qi, qi+1, D)

+ λU

|Q|−1∑

i=1

fU (qi, qi+1, D)

(4)

Where Q is a sequence of keywords extracted

from a user query, D is a candidate document,

qi is the i-th query keyword of Q. fT ,fO,fU are

the maximum likelihood estimations of the corre-

sponding feature terms in document D. λT ,λO,λU

are the features weights satisfy these conditions:

(1)0 ≤ λT , λO, λU ≤ 1 and λT + λO + λU = 1

(2)λT ≥ 0.6

(3)λO = 2λU

Often, λT = 0.85,λO = 0.1, λU = 0.05.

3.3.2 Fielded Sequential Dependence Model

As is mentioned, the candidate documents are

structured into several fields which contains dif-

ferent types of information. One of the limitations

of standard SDM for structured document retrieval

is that it considers term matches in different part-

s of a document as equally important (i.e. having

the same contribution to the final relevance score

of a document), thus disregarding the document

structure.

To adapt the MRF framework to multi-fielded

entity descriptions, we introduce (Zhiltsov et al.,

2015)’s approach from their FSDM model to re-

place a single document language model P (qi|θD)
with a mixture of language models (MLM) for

each document field. Consequently, the potential

function for unigrams in case of FSDM is:

f̃T (qi, D) = log
∑

j

wjP (qi|θ
j) (5)

where j represents the different fields, and the

P (qi|θ
j) is the language model in each individual

field. Similarly, we can compute f̃O(qi, qi+1, D)
and f̃O(qi, qi+1, D). Therefore, the scoring func-

tion of FSDM is as follows:

score
FSDM

= score
FSDM

(QT , QO, QU , D)

= λT

|Q|∑

i=1

f̃T (qi, D)

+ λO

|Q|−1∑

i=1

f̃O(qi, qi+1, D)

+ λU

|Q|−1∑

i=1

f̃U (qi, qi+1, D)

(6)

3.3.3 Pseudo Relevance Feedback

With the first-pass retrieval results, we assume that

the initially retrieved top-K documents are rele-

vant to questions, and their title and mesh fields

contain relevant terms to the original query (Zhang

et al., 2015a). Thus, for document retrieval, we

use the Pseudo Relevance Feedback (PRF) to en-

rich query terms from the top-K document initially

retrieved. The titles or mesh headings of the top-K

documents are extracted and then added to the o-

riginal query term set. However, the performance

of PRF can be affected by the quality of the initial

result, the number of pseudo-relevant documents

(top K), the number of expansion terms, and the

term re-weighting method applied. In our exper-

iments, we use K = 3 and extract all the words

in title or mesh headings as the expansion terms,

which results in the best performance.

3.3.4 Multimodal Strategies Combination

Since there are several strategies to enrich query

terms and optimize their weights, the final scor-

ing function is expected to make full use of these

strategies and combine these strategies effective-

ly. We take the importance of nouns, sequence

orders and crucial fields into consideration so our

weight optimization of query terms is based on

to noun extraction, sequential dependence mod-

el (SDM), Fielded sequential dependence model

(FSDM), and Pseudo Relevance Feedback (PRF).

According to massive experiments we find out

that for some questions, the original queries, noun

queries and enriched queries with PRF from rel-

evant articles are all useful to some degree. Fur-

thermore, we also find out that it is necessary to

both search in the full text of the document, and to

assign different weights to different fields at mean-

while. Hence, the final scoring function to search

relevant documents is shown as follows:



Table 2: MAP performances compared with

BioASQ Task 5B document retrieval participants.
System Batch 1 Batch 2

sdm + NN + fsdm 0.1049 0.0850

sdm + NN + fsdm + PRF (mesh) 0.1086 0.0863

sdm + fsdm + PRF (mesh) 0.1032 0.0859

sdm + w2v 0.0928 0.0874

sdm 0.0952 0.0866

best of fdu 0.1072 0.0834

best of UNCC 0.1080 -

best of Olelo 0.0465 0.0318

best of KNU-SG 0.0413 0.0419

best of HPI 0.0307 0.0329

best of Others 0.0437 0.0265

score(Q,D) = λ1scoreSDM
(Q,D) + λ2scoreFSDM

(Q′
, D)

+ λ3scoreSDM
(Q′′

, D)
(7)

where Q is the original query term set after query

pre-processing, Q′ represents the noun query term

set with noun extraction and the Q′′ stands for the

enriched query term set with PRF.

3.4 Experments

We evaluate our proposed method by using both

the benchmark datasets from the previous BioASQ

challenges and the current challenge. The opti-

mization of all parameters, including the weight-

ing paramters like wj in FSDM function and

hyper-parameters (e.g. λT , λO, λU , λ1, λ2, λ3) are

processed through tuning with the rules on train-

ing set (when evaluated on BioASQ Task 4B, the

training set includes 800 questions from BioASQ

2B and 3B; for BioASQ Task 5B, the training set

contains 500 more questions on BioASQ 4B). Ta-

ble 1 provides the results of our experiments in

BioASQ task 4B, and Table 2 provides the result-

s of our experiments in BioASQ Task 5B. The

sdm + w2v approach refers to our previous ap-

proach in (Zhang et al., 2015b). Obviously, our

proposed method shows greater performance com-

pared with baseline, SDM and FSDM and outper-

form than other participants in current challenge.

4 Task 5B Phase A: Snippet Retrieval

4.1 The Framework Architecture

The framework of searching relevant snippets is

shown in Figure 2, which includes pre-processing,

some additional ranking models which is different

from document retrieval.

4.2 Pre-Processing

The query pre-processing for snippets retrieval

is the same to the strategies for document re-

trieval, which includes unnecessary symbol re-

moval, stop-words removal, case-folding, noun

extraction and concept extraction with Metamap.

For the snippet pre-processing, we choose the

candidate snippets from the top-K documents of

the best performed document retrieval approach

on the basis of results of document retrieval. The

sentences with the field ArticleTitle and the field

abstract of these articles are separated through

some specific rules, which can be regarded as “s-

mall documents”. These sentences make up a pile

of new files with unstructured text. They are then

indexed by Galago for search in the next step.

4.3 Ranking Models

Different from document retrieval, the candidate s-

nippets are represented in unstructured text, which

makes some ranking models more difficult to uti-

lize (e.g. FSDM). Moreover, since they are much

shorter in length, they are more likely express

similar meaning with different expressions (e.g.

synonyms) which may emphasize the importance

of the issue of recognizing these relevant results.

Furthermore, the PRF method generally provides

massive expansion query terms, which may affect

the search performance of the short text so we give

up applying PRF as query expansion method.

In addition, we introduce DFRM from (Clin-

chant and Gaussier, 2011) as an additional term

weigting model to optimize the most appropriate

weight for query terms.

4.3.1 Divergence from Randomness Model

The Divergence from Randomness models (D-

FRM) are based on this simple idea: “The

more the divergence of the within-document term-

frequency from its frequency within the collec-

tion, the more the information carried by the word

t in the document d”. In other words the term-

weight is inversely related to the probability of

term-frequency within the document d obtained by

a model M of randomness:

weight(t|d) ∝ − log ProbM (t ∈ d|Collection) (8)

where the subscript M stands for the type of mod-

el of randomness employed to compute the proba-

bility. In order to choose the appropriate model M

of randomness, we can use different urn models.



Table 1: MAP performances of system components on BioASQ Task 4B document retrieval.
Batch 1 Batch 2 Batch 3 Batch 4 Batch 5

baseline 0.2056 0.2593 0.228 0.2324 0.2516

sdm 0.2214 0.2577 0.2436 0.2517 0.2935

fsdm 0.2156 0.2621 0.2228 0.2469 0.2728

sdm + fsdm 0.2269 0.2768 0.2447 0.2608 0.2968

sdm + NN + fsdm 0.2307 0.2741 0.2454 0.2632 0.2926

sdm + fsdm + PRF(title) 0.2337 0.2778 0.2455 0.265 0.2931

sdm + fsdm + PRF(mesh) 0.2372 0.2863 0.2564 0.2762 0.3019

sdm + NN + fsdm + PRF(mesh) 0.2436 0.2859 0.2465 0.2773 0.3083

sdm + NN + fsdm + PRF(title) 0.2377 0.2767 0.2429 0.2681 0.2985

sdm + NN + fsdm + mesh + PRF(mesh) 0.2440 0.2876 0.2505 0.2821 0.3059

Figure 2: The whole framework architecture of query generation method based on multimodal snippet

retrieval strategies

Table 3: Basic DFR Models.
D Divergence approximation of the binomial

P Approximation of the binomial

BE Bose-Einstein distribution

G Geometric approximation of the Bose-Einstein

I(N) Inverse Document Frequency model

I(F ) Inverse Term Frequency model

I(ne) Inverse Expected Document Frequency model

There are many ways to choose M , each of these

provides a basic DFR model. The basic models

are derived in Table 4.
If the model M is the binomial distribution,

then the basic model is P and the value can be
computed approximately as follows:

− log ProbP (t ∈ d|Collection) = − log(
TF
tf

)ptfqTF−tf

(9)

where TF is the term-frequency of the term t in

the collection, tf is the term-frequency of the ter-

m t in the document d, N is the number of docu-

ments in the collection, and p is 1

N
and q = 1− p.

4.3.2 Multimodal Strategies Combination

Similar to document retrieval, the final scoring

function of snippet retrieval is expected to com-

bine these strategies together effectively. Due to

the reason of shorter text length the FSDM model

cannot be used and the default IR language model

performs not so satisfying for returning relevant s-

nippets, we construct the merging scoring function

to optimize the query term weights according to

the Term Frequency−Inverse Document Frequen-

cy (TF-IDF), sequential dependence model (SD-

M) and Divergence from Randomness model (D-

FRM). As mentioned above, we control the length

of queries to guarantee the performance, thus we

no longer use PRF for snippets retrieval when

merging the strategies. As the length of the queries

decreases, the divergence of importance of each

word becomes larger, so it is necessary to assign

the weights of query terms according to the differ-

ent importance. So we apply the DFRM method

or the TF-IDF method along with SDM to achieve

the results, which are respectively shown as fol-

lows:

score(Q,D) =(1− λ1 − λ2)scoreSDM
(Q,D)

+ λ1scoreTF-IDF
(Q,D)

+ λ2scoreDFRM
(Q,D)

(10)

where the terms are weighted according to

corresponding strategies through the following

weighting function:

score
TF-IDF/DFRM

(Q,D) =
∑

t

score
TF-IDF/DFRM

(t,D) (11)

where t is the query term appearing in query Q.

It is worth noting that when conducting the exper-

iments we only consider λ1 = 0 or λ2 = 0 for

tuning parameters.



Table 4: MAP performances of system compo-

nents on BioASQ Task 4B snippet retrieval.
Batch 1 Batch 2 Batch 3

baseline 0.1003 0.1361 0.1275

sdm 0.1047 0.1368 0.1338

sdm + PRF 0.1044 0.1370 0.1327

sdm + NN 0.1023 0.1402 0.1347

sdm + NN + PRF 0.1030 0.1357 0.1307

sdm + DFRM 0.1193 0.1520 0.1469

sdm + TF-IDF 0.1087 0.1424 0.1357

Table 5: MAP performances compared with

BioASQ Task 5B snippet retrieval participants.
System Batch 1 Batch 2

sdm + NN 0.0458 0.0811

sdm + NN + PRF(mesh) 0.0439 0.0716

sdm + DFRM 0.0467 0.0898

sdm + TF-IDF 0.0463 0.0874

sdm 0.0452 0.0736

best of fdu - 0.0621

best of UNCC - -

best of Olelo 0.0260 0.0318

best of KNU-SG 0.0181 0.0362

best of HPI 0.0323 0.0335

best of Others 0.0249 0.0262

4.4 Experments

Similar to document retrieval, we evaluate the

method on the first 3 batches from the previ-

ous BioASQ challenge and the current challenge.

Similar to document retrieval, the optimization of

all parameters are processed through tuning with

the rules on training set. Table 4 provides the re-

sults of our experiments in BioASQ task 4B, and

Table 5 provides the results of our experiments in

BioASQ Task 5B. Obviously, our proposed merg-

ing strategy shows greater performance compared

with various components and achieve better result-

s than other particatants.

5 Task 5B Phase A: Concept Retrieval

Unlike the previous two tasks, the concept re-

trieval task is more like a named entity recogni-

tion task than an IR task. For each natural lan-

guage question, participants are required to re-

turn relevant concepts from five ontologies or ter-

minologies: MeSH, GO, Jochem, Uniprot and

DO. In other words, the task aims at recognizing

relevant biomedical concept within the question

and matching them with the concepts in the data

sources.

Since we have few experience in named enti-

ty recognition, we have to regard the task as an

IR problem and design three query processing ap-

Table 6: MAP performances of system compo-

nents on BioASQ Task 4B concept retrieval.
Batch 1 Batch 2 Batch 3 Batch 4 Batch 5

Ours 0.1094 0.1124 0.1386 0.1174 0.1031

fdu - - 0.1566 0.1319 0.1004

HPI 0.0860 - 0.0863 0.0721 0.0439

oaqa - - 0.1067 0.1332 0.0915

auth 0.1433 0.0814 0.1361 0.1376 0.1066

proaches to generate appropriate query keywords

for the web search services provided by BioASQ

officials and implement the requested JSON file

according to the examples in the guidelines (N-

eves, 2014). The five URLs of web services are

utilized to post search requests for concepts and

obtain search results. The request consists of t-

wo basic elements: keywords, the query to feed

into search engine. Typically, this is a simple set

of phrases separated by spaces acting as queries

which may contain alphanumeric and punctuation

characters; page and concepts-per-page, to con-

trol the number of results since the search engine

may return thousands of concepts for one query.

Thus, a pagination mechanism is used. Specif-

ically, Page is a number representing the page

(batch of concepts) to be retrieved, and concepts-

per-page is a number representing the number of

concepts per page (Tsatsaronis et al., 2015b).

For concept retrieval, noun extraction, synonym

query expansion and pseudo relevance feedback

are respectively used. On the purpose of obtain-

ing the synonyms of query keywords, we down-

load the vector representations of vocabularies

produced through google word2vec tool (a word

embedding tool to train word vectors on corpora),

provided by BioASQ officials. We compute the

cosine similarity between each query keyword and

the word in the word list to find out the most se-

mantic related words. These words are regarded

as synonyms of the query keywords. We select the

top 10 concepts as the submitted results ordered by

descending predicted relevance score to the corre-

sponding queries.

Since the results for this subtask will only be

available after the manual assessment phase, we

only evaluate the proposed method on the BioASQ

4B with other participants or any runs submitted

off the evaluation. Table 6 provides the results of

our experiments in BioASQ Task 4B and the s-

tatistics indicate our approach shows fairly good

performance on all batches.



6 Conclusion

In this paper, we describe how to utilize multi-

modal query processing strategies for biomedical

question answering applied to the participation of

our USTB PRIR team on phase A of BioASQ

Task 5B. According to the official results, our sys-

tem shows great robustness and effectiveness with

competitive performance among the participating

systems.

During the study of concept retrieval, we realize

that named entity recognition of biomedical con-

cepts may be helpful for the other tasks and so we

may focus on utilizing this in the future.
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