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ABSTRACT Clothing images vary in style and everyone has a different understanding of style. Even with the

current popular deep learning methods, it is difficult to accurately classify style labels. A style representation

learning model based on the deep neural networks called StyleNet is proposed in this paper. We adopt a

multi-task learning framework to build the model and make full use of various types of label information to

represent the clothing images in a finer-grained manner. Due to the semantic abstraction of image labels in

the current fashion field, using a simple migration learning method cannot fully meet the requirements of

clothing image classification. An objective function optimization method is put forward by combining the

distance confusion loss and the traditional cross entropy loss to improve the accuracy of StyleNet further. The

experimental results show that by applying the multi-task representation learning framework, StyleNet can

achieve a better classification accuracy, the optimized loss function can also bring performance improvement

for deep learning models, and the classification effect of StyleNet becomes better as the size of the data

set increases. In order to verify the robustness and effectiveness of the deep learning method in StyleNet,

we also apply a Faster R-CNN module to pre-process the clothing images and use the result as the input

of StyleNet. The classifier can only get a limited performance improvement, which is negligible compared

with the methods proposed in this paper of increasing the depth of the neural network and optimizing the

loss function.

INDEX TERMS Clothing image, multi-task learning, representation learning, cross entropy loss, distance

confusion loss, Faster R-CNN.

I. INTRODUCTION

With the rise of social platforms such as Facebook, Twit-

ter, and Weibo, image sharing by street shooting and taking

selfies has become the most popular social activity. Whether

popular clothing elements can be retrieved from social net-

working platforms has become one of the standards of mea-

surement of popularity. At the same time, the massive cloth-

ing image information resources accumulated bymajor social

platforms also provide data support for artificial intelligence

research in the field of fashion apparel. They allow us to

examine fashion from an unprecedented perspective, and then

to explore more intelligence in the field of fashion apparel.

Traditional clothing image classification technology

mainly focuses on extracting global features such as

color, shape, texture through ingeniously designed feature

The associate editor coordinating the review of this manuscript and
approving it for publication was Larbi Boubchir.

extraction algorithms and uses these features or their com-

bination as input for classification. In recent years, more

research has been done by extracting local features of cloth-

ing images. The commonly used local feature extraction

algorithms include Harris Corner Detection [1], SIFT [2],

and HOG features [3]. However, these algorithms, while

effective, face two problems. Firstly, the ingenious feature

extraction algorithms are time-consuming and resource inten-

sive. They rely heavily on the experience of experts to give

heuristic guide expertise. Secondly, feature extraction of

clothing images is affected bymany factors such as viewpoint

changing, light changing, complex background, and multiple

target objects, so it is impossible to hard code an algorithm to

deal with such situations and achieve good feature extraction

and sometimes even rely on luck. There are currently two

acceptable strategies to deal with these situations. The first

is to perform clothing image segmentation and extract image

feature based on the segmented clothing area. The second is
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to extract image feature by locating the position of the person

in the clothing image and selecting key points.

With the breakthrough progress of deep learning in the

field of image recognition, the deep neural network has

become a research hotspot. Most of the current deep learning

methods use neural networks to build multi-layered struc-

ture models and train them to learn computer-readable rep-

resentations through large-scale data and a large number

of iterative calculations. The classic deep learning models

for image recognition include AlexNet [4], GoogLeNet [5],

and ResNet [6]. These models have achieved remarkable

grades in ILSVRC competition. The training of these models

is based on massive data and they are mainly suitable for

coarse-grained classification, e.g., this picture is about cats

and that picture is about dogs. However, in the fashion field,

the purpose of style classification is to determine whether

an image shows formal, sport or other style. Furthermore,

the sample information is incomplete. The classification task

at this time belongs to a fine-grained classification. Although

the classic deep learning models have strong generalization

ability, when they encounter these problems, they have dif-

ficulty obtaining better performance. This is the issue of

concern in this paper.

The clothing image classification process is generally

divided into three steps, image pre-processing, feature extrac-

tion, and final classification. The accuracy of the entire classi-

fication task depends on the effect of each partial processing,

so every part is needed to be independently studied.

The purpose of this paper is to focus on the characteristics

of clothing images, design an efficient representation learning

model, propose an optimization method of the loss function,

and improve the classification accuracy of clothing images.

The main contributions are as follows.

1) Aiming at the problem that there are many details hid-

den in the clothing image and it is difficult to accurately

classify labels, a style representation learning model

based on the deep neural networks called StyleNet is

proposed. The model makes full use of different label

information of the data set to classify the clothing

image in a fine-grained manner. The experiment shows

that multi-task learning framework can help improve

the classification accuracy.

2) Aiming at the problem of semantic abstraction of labels

in clothing image classification, simple transfer learn-

ing cannot improve the accuracy of clothing image

classification. A loss function optimization method

combining distance confusion loss and traditional cross

entropy loss is proposed. The experiment shows that the

new loss function can bring performance improvement.

3) We explore the auto focus and adjustment capabilities

of deep neural networks. By using two kinds of test

data set, the original clothing image set and the clothing

image set pre-processed by Faster R-CNN module [7],

we find that the classification accuracy of the latter

does not get much improvement. In the representation

learning model, if we properly deepen the depth of

the neural network without pre-processing the original

images, we can also obtain good performance.

II. RELATED WORK

A. REPRESENTATION LEARNING FOR FASHION IMAGES

With the continuous development of social network and

mobile computing, there are more and more images in the

fashion field, which provides the basis for researchers to

analyze data in the fashion field and promote the development

of the fashion industry. Because images can providemore hid-

den and anomalous information, how to maximize the extrac-

tion of image information and make it easier to obtain useful

information when constructing classifiers or other predictors

is the problem to be studied by representation learning [8].

Since the understanding of computers to all things in the real

world is based on zero and one, different representations can

more or less hide or explain the changing factors behind the

data. To find a better representation for different tasks, many

teams have conducted research in this area. Saha et al. [9]

proposed two simple variants of multimodal representation

learning model which can learn disentangled common rep-

resentations for the fashion domain where each dimension

would correspond to a specific attribute. It led to better

performance for cross-modal image retrieval, visual search,

image tagging, and query expansion. Taheri et al. [10] pro-

posed a method for learning graph representations by using

the recurrent neural network-based auto encoders for graph

classification and comparison tasks. Ma et al. [11] proposed

a novel fashion-oriented multimodal deep learning-based

model called bimodal correlative deep autoencoder (BCDA)

to capture the intrinsic relevance of clothing collocation and

achieved good results in brand trend analysis, clothingmatch-

ing recommendation and other applications. Hsiao et al. [12]

proposed an unsupervised representation method based on

probabilistic polylingual topic models to discover a set of

latent style factors. It can be seen from the related references

that representation learning is widely researched in the fash-

ion field [13]–[15]. This paper will focus on the fashion field

and try to find a more efficient representation learning model

for improving the classification accuracy of clothing images.

B. MULTI-TASK LEARNING

Representation learning is a key issue in the field of arti-

ficial intelligence. Over the past few years, there has been

an increasing interest in nonlinear representation learning

from multiple tasks by using multiple layers of deep net-

works [16]. Multi-task learning is a learning paradigm that

uses other related tasks to improve the generalization perfor-

mance of learning tasks. It is widely applied in transfer learn-

ing [17], especially in the field of NLP [18]. Tang et al. [19]

proposed a collaborative joint training approach based on

multi-task recurrent neural networkmodels and demonstrated

that the multi-task approach could improve performance of

both automatic speech and speaker recognition tasks com-

pared to single-task systems. Collobert and Weston [20] pro-

posed a convolutional neural network based on multi-task
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framework for natural language processing including part-

of-speech tagging, sentence syntactic component partition-

ing, named entity recognition, semantic role tagging, and

also obtained state-of-the-art performance. Multi-task learn-

ing is also widely used in the field of image processing.

Yang et al. [21] proposed a brand-new detection model based

on multi-task rotational region convolutional neural network

to solve the problems above, and it got a competitive perfor-

mance in a detailed evaluation based on SRSS for rotation

detection. Rezaei et al. [22] presented an end-to-end multi-

task learning architecture and it was tailored to picture tumors

in magnetic resonance imaging (MRI) and computed tomog-

raphy (CT) images. It is widely accepted that multi-task

learning is more beneficial than independent task learning,

so we will apply multi-task framework to clothing style rep-

resentation modeling, design a multi-task network structure,

and add a corresponding constraint for each subtask to learn

a better representation.

FIGURE 1. The framework for deep representation learning. It is made up
of four parts. The last part is used to train the representation learning
model.

III. FORMULATION

How to make computers better understand the style of cloth-

ing is defined as a problem of representation learning in the

fashion field. According to the image features obtained by

representation learning model, we can classify clothing into

different categories or styles. Fig. 1 shows the framework

of deep representation learning. It is made up of four parts,

input layer, hidden layer, representation layer, and output

layer.

In the input layer, images are the input to the model. The

traditional representation learning models use numeric or text

as input. With the development of visual technology, images

became the hot research objects in the fashion field. Given

a data set D, each sample in it consists of an image and its

corresponding classification labels. For clothing images, they

can be classified according to style task, seasonal task, and

feature task. Different tasks correspond to different classifi-

cation labels. In the hidden layer, features are extracted from

the images by a deep learning model such as a custom CNN

model. VGGNet is a classic CNN model, which consists of

a 5-layer convolutional layer, a 3-layer fully-connected layer,

and a softmax output layer. The layers are separated by max-

pooling, and the activation units of all hidden layers use ReLU

function. These extracted feature representations are then

modified by supervised constrained tasks. It shows the error

backpropagation training process of the neural network. The

constraint task here is usually a supervised classification task,

e.g., if there are three classification tasks, there will be three

constraints, as shown in Fig. 1. After the model is trained, for

a clothing image, a representation can be generated that can

be used to determine which classification the image belongs

to. In this paper, we use a classification task to verify the

representation learning model. The formalization process of

this multi-task framework is as follows.

For a sample s ( s ∈ D), s = (vi, la, lb, lc), vi is the

image, la, lb, and lc are three classification label set. The

framework also supports more classification tasks. wi =

< wi1,wi2, . . . ,win > (wij ∈ [0, 1], 1 ≤ j ≤n) is the

output feature vector of the hidden layer. The value of wi will

be adjusted according to the constraints in the representation

layer. la, lb, and lc are mapped to three constraints.

IV. METHODOLOGIES

A. STYLENET

The labeling of the clothing images is usually done by ven-

dors or sellers. Generally, there are two different ways to label

them. One is to label images based on the overall charac-

teristics of them, e.g., style and season. Such tag values are

usually mutually exclusive, and the corresponding classifica-

tion task belongs to the category of single-label classification.

The other is to mark the local features of the image, such

as tops, skirts, and bags. Such tags are primarily used to

describe whether an image contains such features. This kind

of classification task is usually in the category of multi-label

classification. For the latter, the training process of the model

is relatively complicated.

In this paper, we will consider both cases and improve the

accuracy of single-label classification by training with multi-

label classification to improve the results of style classifi-

cation and make full use of the label information to make

the model better understand the embedded representation of

style.

According to the above analysis, a style representation

learning model based on the deep neural network called

StyleNet is proposed in this paper. Fig. 2 shows the structure

of it, which consists of four parts.

FIGURE 2. The structure of model StyleNet based on multi-task
representation learning framework. The dataset is divided into two
subsets to train the model. This approach does not increase the
complexity of learning because both models share the same parameters.
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1) Input layer. The data set is divided into two groups for

training in a random manner. They will be used as the

input of two CNN models.

2) Parameters sharing layer. Two data sets are used to

train two CNN models separately. For each layer of

convolution in CNN, the most efficient features of the

data will be extracted, e.g., the most basic feature in the

image, such as edges or corners in different directions

can be extracted. The outputs of two CNN models will

be combined to form higher-order features. The two

CNN models share the same parameters so that the

training efficiency of backpropagation of the whole

model can be improved.

3) Embedding layer. The learning process benefits from

the backpropagation algorithm, which can be adjusted

according to the loss function of the next layer to obtain

the feature representation of image.

4) Constraint layer. A new objective function Lall is

trained together by adding three supervised predictors,

e.g., season, costume, and style, behind the embedded

layer. The objective function Lall is expressed as

Lall = λ1Lseason + λ2Lp−style + λ3Lgarment (1)

where λ1, λ2, λ3 are weights, Lseason and Lgarment represent

the corresponding cross entropy losses, and Lp−style is the

confusion loss with distance constraint. The confusion loss

will be explained in detail in the next section.

Themulti-task representation learningmodel canmake full

use ofmultiple kinds of the label information. It is an effective

method to solve the problem of fine-grained classification

in the fashion field. In addition to the fashion field, Model

StyleNet can also be applied in other fields. However, in the

fashion field, the model faces two important challenges. One

is the lack of high-quality public data sets, so it is difficult to

obtain a better model based on existing data sets. The other

is that there are even semantic intersections and conflicts

between some tag values. We will solve these problems from

the perspective of objective function optimization.

B. LOSS FUNCTION OPTIMIZATION

The following will be divided into three parts to introduce the

optimization method of the objective function. First, we will

introduce two kinds of commonly used loss functions and

then propose an improved method.

1) CROSS ANDENTROPY LOSS

The square root error is widely used as the loss function in

the early neural networks. With the rise of deep learning,

cross entropy loss function becomes a recognized effective

loss function [23]. It is expressed as

LCE = −
1

N

∑N

n=1
yTn logPn (2)

where yn is the category label, log(·) is the bitwise logarithmic

function, and Pn ∈ Rk is the output of softmax function.

By using softmax function, the neural network can provide

a classification probability distribution.

Since our goal is tomatch the distribution of the results pro-

duced by the trained model to the real distribution, we guide

the model by minimizing the cross entropy to learn a prob-

ability distribution close to the target distribution. The cross

entropy is also called negative log likelihood, and in infor-

mation theory, it is closely related to Kullback-Leibler (KL)

divergence, which is a measure for evaluating the distance

between two distributions. It is expressed as

DKL(p||q) =
∑

x∈X
p(x) log

p(x)

q(x)
(3)

Assume p is a true distribution, then the information

entropy H (p) of p is a certain value. At this time, the cross

entropy is equivalent to the relative entropy, i.e., KL diver-

gence DKL. During the optimization process, when the cross

entropy becomes small, KL divergence will also become

small.

Therefore, in Eq. (2), yn can be considered as the target

probability distribution and the goal of training with cross

entropy loss function is to make the probability distribution of

the network output as close as possible to the target distribu-

tion. Compared to the minimum mean square error function,

cross entropy loss function has fewer flat regions, so the

network is easier to train and more likely to jump out of local

minimum points [24].

Since cross entropy loss function will make the network

learn a target distribution close to the data set as much as

possible in the training process, when the information in the

data set is richer and the coverage is wider, the trained model

will be more accurate and the confidence will be higher. This

is one of the reasons why large data sets are needed to train

deep learning models. Unfortunately, compared with other

image classification fields, there are fewer public data sets

in the fashion field and their quality is not high, so we need

to find a way to make up for this shortcoming.

2) DISTANCE CONFUSION CONSTRAINTS

Convolutional neural networks benefit from the convolution

kernel structure and can learn more visual information about

images. In the classification application of fashion images,

there is such a phenomenon where images of the two sam-

ples are very similar but labeled by different tags. It is very

difficult for some general classification models to solve this

problem. Confusion training is a method that adds Euclidean

distance constraint between samples during model training

and force the neural networkmodel to distinguish the features

of two images with high confidence [25].

For a neural network with parameter θ , after accepting an

image v, the probability distribution pθ (y|v) of the image

under N categories can be generated. In this paper, a new

confusion loss function Lp is defined as

Lp(v1, v2; θ ) =
∑

i
(pθ (yi|v1) − pθ (yi|v2))

2 (4)

34502 VOLUME 7, 2019



C. Yan et al.: Multi-Task Learning Model for Better Representation of Clothing Images

where v1 and v2 are single samples randomly selected in the

training set, and they belong to different categories.

By applying a penalty of Euclidean distance to different

categories of samples in the process of learning, this method

can help neural network narrow the distance of different

categories to avoid confusing a single cross entropy loss. The

model can focus on the confusing visual part of the sample

during training to minimize the training error. Especially in

the fine-grained image classification task, it can highlight this

advantage. Moreover, over-fitting can also be prevented to

some extent. Fig. 3 shows the calculation process of applying

distance confusion constraints.

FIGURE 3. The calculation process of distance confusion constraint. Two
images are randomly selected from the training set as input and they
belong to different categories. Samples from different categories are
imposed a penalty of Euclidean distance so that they can be pulled a little
closer to confuse the single cross entropy loss.

3) OPTIMIZED LOSS FUNCTION

For the image classification task of a specific domain, the

distribution of pixels in the image dataset will have distinct

domain characteristics.

Fig. 4 shows an example, where we do themean processing

for the left three samples and get the rightmost mean image.

The shape of the portrait of the rightmost image can be clearly

seen. Based on such inspiration, when a deep network is

used to realize the classification task of the clothing images,

the loss function can be adaptively adjusted according to the

characteristics of the data set itself.

For such a data set, it is very challenging to let the model

learn the abstract label of clothing style or season. People who

do not know much about fashion cannot accurately label the

style of the clothes. In some cases, it is a difficult question to

distinguish whether clothing belongs to spring or autumn.

For these specific problems of clothing image classifica-

tion, simply adjusting the network structure of the model does

not have much performance improvement. In addition, due

to the characteristics of cross entropy loss function, in the

process of continuous iteration, the network may learn some

special weights for some images that are visually similar

but belong to different classes. In this case, the problem of

FIGURE 4. The three clothing images on the left are samples and the
rightmost image is the mean processing result of the data set. The left
three images above show the landscape and the left three images below
are from the fashion field. The right image below shows a clear portrait
outline while the right image above cannot be seen.

overfitting is more likely to occur. According to the above

analysis, we will combine distance confusion loss and the

traditional cross entropy loss to form a new loss function Lc
as follows:

Lc ⇐ LCE (v2; θ ) + γ · I · Lp(v1, v2; θ ) (5)

where LCE (·) is the traditional cross entropy loss function,

LP (·) is used to calculate Euclidean distance between a given

set of features, v1 and v2 are randomly sampled from the

data set for calculating the corresponding Euclidean distance,

respectively, θ is the internal parameter of the neural network,

γ is the penalty parameter brought by the added Euclidean

distance, and I is the indication function.

If the samples from v1 and v2 belong to the same category,

then the value of I is set to 0, otherwise I is set to 1. During the

model training process, the Euclidean distance is calculated

by randomly selecting two subsets from the dataset, and then

the distance metric is added to the final objective function.

Finally, the model is trained together to achieve the purpose

of confusion. The training process with the optimized loss

function is shown in Algorithm 1.

During the training process, the sample is divided into

two parts. Each part is trained individually. First, the same

method is used to calculate the cross entropy loss of the two

subsets, and then the distance loss is calculated for the sample

pair, at last the two losses are used together as the objective

function of the training.

During the testing process, only one branch of the network

is active and it can output the prediction result for the input

image, so adding confusion training does not bring additional

computational overhead for model testing or classification

task.

V. EXPERIMENTS AND EVALUATION

A. EXPERIMENT SETTING

1) DATA SETS

To evaluate the related machine learning methods in the

fashion field, three data sets, Fashionista [26], Fashion 144k

[27], and SFS [28] are widely used. The detailed information
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Algorithm 1Model Training Algorithm With the Optimized

Loss Function

Input: training set D, test set D̂, iteration number max_iter

Output: parameters θ and hyper-parameter θ̂

01: Initialize θ and θ̂ randomly;

02: for j ∈ ⌈0,max_iter⌉

03: D1 ⇐ shuffle data set D;

04: D2 ⇐ shuffle data set D;

05: for i ∈ [0, batch size]

06: Lbatch = 0;

07: for (v1, v2)i ∈ (D1, D2)

08: I ⇐ 1 if the label of v1 6= the label of v2;

09: Lc ⇐ LCE (v1; θ ) + LCE (v2; θ )

+λ · I · Lp(v1, v2; θ );

10: Lbatch = Lbatch + Lc;

11: end for

12: minimize Lbatch;

13: update θ ;

14: end for

15: update θ̂ ;

16: end for

is shown in Table 1. Although these three data sets are

published by different authors, they come from the same

source Chictopia, which is the largest style community in the

world where bloggers share style posts and online clothing.

According to the literature, there are very few data sets in

the fashion field and the sources of these data sets are very

single. This problem severely hinders the application of arti-

ficial intelligence in the fashion field. High-quality image

datasets such as ImageNet created by professional teams have

promoted the development of the image field [29]. We hope

that in the near future, there will also be teams that can create

professional data sets in the field of fashion.

TABLE 1. Detailed statistics of data sets in the fashion field. they come
from the same source chictopia. Dataset SFS is the latest one and its label
information is also the most abundant.

In the subsequent experiments data set SFS is chosen to

verify our model because it is the latest one among these

three data sets and the label information of SFS is also the

most abundant. In order to further improve the data quality,

we select about 80,000 images with perfect label information

and high image quality from it. Although the multimodal rep-

resentation method of combining multiple kinds of features

such as text and image is more effective [30], the intuitiveness

of image prompts us to study it. We divide the training set and

test set into 8:2 in a random manner.

2) MODEL COMPARISON

With the development of deep learning, the improvement in

model structure has developed rapidly. AlexNet uses ReLU

function as the activation unit, adds dropout technique to

selectively ignore individual neurons to avoid overfitting,

and chooses the largest pool to avoid the average effect of

average pooling. VGGNet deepens on the network structure

by using multiple 3× 3 convolution kernels to mimic a larger

receptive field. GoogLeNet uses a network structure called

inception which splices convolution kernels of different sizes

and merges features of different scales. By learning the resid-

ual function, ResNet allows the original input information to

be directly transmitted to the subsequent layers so as to ensure

the completeness of the information andmake the depth of the

network a breakthrough. The achievements of these classic

network structures in the ILSVRC competition are sufficient

to demonstrate their success in image classification.

The main problem discussed in this paper is how to

make the computer better understand the clothing image and

abstract the conceptual labels such as styles under the prob-

lem of fine-grained classification. In the experiment, we will

verify the improvement by adding the confusion loss on the

classic CNN models, verify the improvement by applying

the multi-task representation learning framework, analyze the

influence of different data set size, and analyze the influence

of Faster R-CNN. All of these experiments will focus on the

feasibility and effectiveness of multitasking frameworks and

loss function optimization.

3) EXPERIMENTAL PLATFORM AND ENVIRONMENT

All experiments are conducted on a server with Intel(R)

Xeon(R) CPU E5-2620 v4 @ 2.10GHz, Nvidia R©Tesla

K80 GPU, 128GB RAM, and 1TB hard drive. The operating

system is Ubuntu 16.04. The experiment runs under Caffe

platform and we implement all models in Python.

B. RESULTS AND ANALYSIS

The following four experiments will be carried out to verify

our model and method proposed in the paper.

1) VERIFY THE IMPROVEMENT BY ADDING THE CONFUSION

LOSS ON THE CLASSIC CNN MODELS

The four CNN models mentioned above are implemented

and trained with the optimized loss function. We set the

value of the hyper-parameter γ to 0.01. Two kinds of loss

function are adopted, the cross entropy loss function with

andwithout distance confusion constraints. The classification

accuracy results are shown in Table 2 and Table 3. Table 2 is

the experimental result of classifying the seasonal labels and

Table 3 is the result of classifying the style labels. In addition,

Table 3 counts the accuracy of Top-5. Here, the multi-task

learning framework is not applied in the models.
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TABLE 2. Classification results of seasonal labels on four classic CNN
models. Two kinds of loss functions are applied in these models. The
representation results produced by different loss functions have different
effects on the classification.

TABLE 3. Classification results of style labels on four classic CNN models.
Two kinds of loss functions are applied in these models. The
representation results produced by different loss functions have different
effects on the classification.

According to the experimental results in Table 2 and

Table 3, we can get the following conclusions.

1) In large classification tasks, the deeper network models

are proven to produce better results. For the four mod-

els AlexNet, VGGNet, GoogleNet, and ResNet-50,

the deeper their network structure is, the better the clas-

sification effect is. Although the classification effect

in Table 3 is not ideal, it also follows this rule.

2) We adopt softmax as the classifier in the experiment.

Due to the lack of label semantics, the accuracy of

models trained with the cross entropy loss function

is relatively low. When the loss function is optimized

by adding confusion constraint to train the models,

the experimental results are greatly improved. The

improvement effect is especially noticeable in mod-

els with a shallower network structure, e.g., AlexNet

gains 12.5% accuracy improvement for seasonal label

classification. Therefore, for the fine-grained classi-

fication task similar to clothing image classification,

it is not enough to simply use the cross entropy loss to

train models. It is a solution to design a new objective

function to complicate the training objectives of the

network.

3) Understanding the style of clothing is a more abstract

issue. According to the values in Table 3, we can find

that it is hard to obtain a good classification effect by

using the deep learning model, regardless of whether

the network structure of the model is sufficiently deep.

However, after adding the confusion constraint to the

loss function, the overall performance is significantly

improved. Moreover, for models with deeper network

structures, the effect is even better. The accuracy of

Top-5 rate is even more than 75% after the models are

trained with the optimized loss function.

2) VERIFY THE IMPROVEMENT BY APPLYING THE MULTI-

TASK REPRESENTATION LEARNING FRAMEWORK

We implement VGGNet using the optimized loss function

proposed in this paper. For convenience, we call it Vgg-Lp.

We also implement model StyleNet, which adopts multi-task

learning framework and uses Vgg-Lp in the hidden layer to

extract features. In fact, StyleNet applies a multi-task frame-

work and Vgg-Lp just applies a single-task framework.

FIGURE 5. Comparison of StyleNet and Vgg-Lp. StyleNet adopts a
multi-task representation learning framework and Lgg-Lp adopts a
single-task representation learning framework.

Fig. 5 shows the accuracy comparison between Vgg-Lp

and StyleNet. The values of parameters λ1, λ2, and λ3 in

StyleNet are set to 0.2, 0.3, and 0.5, respectively. We use

0.1 as the step size and take the best results aftermultiple tests.

From Fig. 5, we can see that model StyleNet works much

better than Vgg-Lp. The classification accuracy of StyleNet

is increased by 52% for Top-1 and 11% for Top-5.

3) ANALYZE THE INFLUENCE OF DIFFERENT DATA SET SIZE

In order to analyze the impact of different data set size on

model StyleNet, we randomly divide the training data set into

5 equal parts and then take 1/5, 2/5, 3/5, 4/5 data samples

to train the model. Because of the particularity of the style

labels, we choose to classify the season labels. Fig. 6 shows

the experimental result.

4) ANALYZE THE INFLUENCE OF FASTER R-CNN

Faster R-CNN is an image target detection model based

on deep learning, and it is also a well-recognized model.

Generally, the effect of the image has a large impact on

the classification model. This section will examine whether

Faster R-CNN module contributes to the pre-processing of

data sets. In the experiment, two data sets were used, one

is the original data set and the other is processed by Faster

R-CNN. Table 4 and Table 5 show their classification results

of seasonal labels and style labels, respectively.

As depicted in Table 4 and Table 5, after adding Faster

R-CNNmodule for data set pre-processing, the classification
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FIGURE 6. Comparison of accuracy for data sets of different sizes. The
x axis represents the size of the training data set. The total training data
set is randomly divided into 5 equal parts.

TABLE 4. Classification results comparison of seasonal labels by adding
Faster R-CNN module. All models are trained by using the optimized loss
function. The input images in column three are pre-processed by Faster
R-CNN.

TABLE 5. Classification results comparison of style labels by adding
Faster R-CNN module. All models are trained by using the optimized loss
function. The input images in column three are pre-processed by Faster
R-CNN.

accuracy is improved. For seasonal labels, the accuracy rate is

increased by 2.6% on average, and for style labels, the accu-

racy rate is increased by 1.4% on average. Comparing to

the average improvement of 10.9% and 27.1% by using the

optimized loss function, the effect of adding Faster R-CNN

processing can be ignored. Further, if we deepen the network

depth of the model, we can achieve better performance than

Faster R-CNN.

This experiment illustrates a phenomenon from the side,

i.e., as the iteration deepens, the deep learning model can

gradually focus and adjust the image automatically when

extracting features from images. Therefore, when using a

deep learning model for feature representation and classifi-

cation, it is not necessary to pre-process the image because

the image features it learns are robust and effective.

VI. CONCLUSIONS

Nowadays, the effectiveness and performance of deep learn-

ing is widely recognized and how to make advantage of deep

learning methods in different fields is a research hotspot.

The understanding of clothing images and classification is

a good area for verifying machine intelligence. However,

the efficiency of deep learning methods applied in the fashion

field is restricted by the lack of public data sets of high quality.

Although we can occasionally find very some data sets on

the Internet, their size is small and the label information is

incomplete. These problems hinder further research. In this

paper, a multi-task learning model StyleNet based on the

deep neural network is proposed to represent clothing images.

We use several different types of labels to train the model

and adopt an optimized loss function which is the combina-

tion of distance confusion loss and traditional cross entropy

loss. By adopting a multi-task framework and optimizing the

loss function, model StyleNet can minimize the problem of

insufficient semantic information of clothing images so as to

improve the classification accuracy.

During the process of data set selection, we found that the

quality of the clothing image data set is still unsatisfactory,

which affects the performance ofmodel StyleNet. In addition,

the attribute values of style labels in some data sets have a

certain degree of semantic overlap, so our future work will

focus on improving the quality of data sets by integrating

more information and further verifying the validity of our

model.
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