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Abstract—Satellite networks provide global coverage and sup- tocol (PRP) introduced in [8] aims to maintain the initial paths
portawide range of services. Sinceow Earth Orbit (LEO) satellites  as long as possible in order to minimize the signaling overhead.
provide short round-trip delays, they are becoming increasingly However, as the Internet is becoming very popular and the
important for real-time applications such as voice and video traffic. ffort 'd' thélext G tion Int NG th
Many applications require a mechanism to deliver information to efiorts regqr 'ng_ " e_x - eneraton in erne{ ) are_on e .
multiple recipients. In this paper, a multicast routing algorithm for ~ Waly, there is an initiative in the commercial and also in the mil-
datagram traffic is introduced for LEO satellite IP networks. The itary world to use IP routing technology also in satellite net-
new scheme creates multicast trees by using the Datagram Routing works. In the literature, there are only a few attempts to address
Algorithm. The bandwidth utilization and delay characteristicsare o connectionless routing problem in satellite networks. The
assessed through simulations. so-called “Darting” algorithm delays the exchange of topology
_ Index Terms—ow Earth Orbit (LEO), multicast routing, satel-  ypdate information until it is necessary to send data packets [9].
lite networks. However, it is shown in [10] that the Darting algorithm does

not reduce the protocol overhead. The Datagram Routing Algo-
|. INTRODUCTION rithm [11] aims to route the packets on minimum propagation
L delay paths. The routing protocol presented in [12] uses a hy-
ATELLITE ”eFWOTks are becoming |mport§mt for World'brid approach that uses geographic-based routing and shortest
ide communication [1]. They not only provide global cov—P th routing with limited scope
%he IP-based LEO satellite networks can provide lower

ays to multicast applications such as tele-education and

erage, but they are also capable of consistently sustaining h
bandwidth levels. Moreover, they support flexible network oy
figurations. Currently, two thirds of the world still does not hav?P_

ired network infrastruct Locallv built network indi based teleconferencing at global scale. The multicast
a wired network infrastructure. Locaily bullt n€tworks or indl, uting problem in terrestrial datagram networks has already

vidual hosts can be connected to the rest of the world via Satélen studied extensively in the past [13]. However, none of
lites by simply installing satellite interfaces. Satellite networkrT]e existing multicast routing protocols are We||-Sl:Iited for

can aIso. be use_d asgbackupfolrthe existing networks. In cas @b satellite networks. Reverse-path multicast (RPM) [14],
congestion or link failures, traffic can be routed through sat istance vector multicast routing protocol (DVMRP) [15],

ites. . . . nd the multicast routing extensions for OSPF (MOSPF) [16]
The connection-oriented routing has been the focus of t Ennot be used because they employ some form of periodic

routi_ng regearch for ITEO satellite networks. The gxisting COIPﬁessage exchange to form or maintain the multicast trees,
nection-oriented routing protocols assume ATM-like SWItCh%hich is not favorable due to the limited processing power and

in the sgtellites. The heuristic routing algorithm proposed | wer supplies of the satellites. The core-based tree (CBT)
Eﬁ]’ [3] SIITS t]? retdlljl'(;e th_lt?hnurrllber'tﬁf path ha?d((j)\(ers4due ] concentrates the traffic at the core of the tree by requiring

€ MODILy of satefiites. 1he algorithm presented in [4] us I multicast packets to be sent to the core. Finally, the protocol
the snapshots of the constellation to optimize the paths. In [ dependent multicast (PIM) [18] switches between a CBT

a t\év?\;llgéeredt S”"f‘tte”'tet net\livork ;ajrchltec;ure clonslltsr:mg of LE parse mode) and the shortest path tree (dense mode). The
an satetlite networks and a routing aigorithm are pres,, protocol requires the monitoring of individual flow rates

posed. A QoS-based satellite network is described in [6], Whi%] trigger the switching from CBT to the shortest path tree,

includes arouting scheme that resembles mir'1i.m.um ho.p rom%ﬂich is an additional burden for the satellites. To our knowl-
in Manhattan Street Networks [7]. The probabilistic routing proe'dge, there is no multicast routing protocol so far specifically

designed for satellite networks.
By using theDatagram Routing AlgorithrfiL1], our new mul-
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Fig. 1. Orbital planes around the Earth. Fig. 2. Example multicast group and multicast tree.

sented in detail in Section Ill. Section IV is dedicated to perfor- | )
mance evaluation of the new multicast protocol. Finally, segatellites |nthe_san_1e P'a”e are calieia-plane ISLsThe links
tion V concludes the paper. between satellites in different planes are calledr-plane ISLs

On intra- and inter-plane ISLs, the communication is bidirec-
tional.
The intra-plane ISLs are maintained at all times, i.e., each
The satellite network is composed of separate orbits satellite is always connected to the rest of the network through
(planey, each withM satellites at low distances from the Earthits up anddownneighbors. The propagation delay on the intra-
as shown in Fig. 1. The planes are separated from each othihe links is always fixed. All satellites are moving in the same
with the same angular distance 360° /(2 x V). They cross circular direction within the same plane. As a consequence, any
each other only over the North and South poles. The satellit@gellite that is observed from the Earth moving from South to
in a plane are separated from each other with an angulgrth will be observed to start moving from North to South
distance of360° /M. Since the planes are circular, the radii ofvhen it crosses the North pole. Hence, the Oth At planes
the satellites in the same plane are the same at all times andte in opposite directions. The borders of counter-rotating
are the distances from each other. This satellite constellatigiellites are calledeamsas shown in Fig. 1.
can be classified as Walker Star type [19]. The inter-plane ISLs are operated only outside the polar re-
The geographical locationof a satellite.S is given by gions. When the satellites move toward the polar regions, the
[lons, lats] indicating the longitude and latitude of the inter-plane ISLs become shorter. When two satellites in adja-
location of S, respectively. We assume that the satellite cogent planes cross the poles, they switch their positions. In order
stellation is divided intological locations [11], which are to allow this switching, the inter-plane ISLs are shut down in

equally spaced holes in the spherical grid of the LEO satelligglar regions and re-established outside of the polar regions.
constellation and are filled by the nearest satellites. A similar

static location concept is proposed in [6]. Hence, the identity
S of the satellite is not permanently coupled with its logical
location, which is taken over by the successor satellite in theOur new multicast routing protocol creates and maintains
same plane. The logical location of a satellifeis given by multicast trees that span the multicast group members for each
(p, s) wherep forp =0, ..., N — 1, is the plane number and multicast session. The multicast groups consist of logical loca-
s,fors =0, ..., M — 1, is the satellite number. The routing istions (i.e., satellites closest to these locations) where the multi-
performed considering these logical locations as hops. By tltiast packets need to be sent. In Fig. 2, a multicast tree with seven
way, we do not need to be concerned with the satellite movaulticast group members spannin®1, ..., D7) is shown.
ments. Any routing tables used by the routing or multicastinthe term “group membership” involves the logical locations.
protocol are associated with the logical locations rather than thach member logical location (or satellite) may actually be as-
individual satellites. Therefore, each time a satellite moves asdciated with multiple recipients on the Earth. For a satellite to
fills another logical location, its routing tables must be updatekave the multicast group, all actual recipients on Earth associ-
A satellite leaving a logical location transfers its routing tablested with that satellite must leave the multicast session. We as-
to its successor and receives the new routing tables from steme that a satellite becomes a member even if there is only one
predecessor. In this work, we assume that the logical locatiaegipient in its coverage area. In the following subsections, we
are embodied by the satellites assigned to them. present the underlying unicast protocol, the addressing mode,

Each satellite has four neighboring satellites: two in the sarneeation and modification of multicast trees, and the actions
plane and two in the left and right planes. The links betwedaken in case of congestions and satellite failures.

Il. SATELLITE CONSTELLATION MODEL

I1l. THE NEW MULTICASTING PROTOCOL
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A. The Underlying Unicast Protocol Group ID | Direction Flags

102 1000

The structure of LEO satellite networks resembleshitaa-

hattan Street Networksvhich have been investigated exten- 392 1001
sively in the last decade [7]. However, there are very basic dis- 29 0010
tinctions between these two networks. First of all, LEO satellite 114 0011

networks have a twisted circular connection structure. The ISLs
across the seam connect satellites belonging to counter-rotaifyg3. Example multicast routing table.
planes,which would correspond to point-symmetric nodes of
the first and lastowswith respect to the center of the connection
grid in a circular Manhattan Street Network. Secondly, unlike in
the Manhattan Street Networks, the links connecting nodes, i.e.,
satellites, have different weights in the LEO satellite networks,
which are the propagation delays of the ISLs. Inter-plane ISLs
are longest over the equator and become shorter as the polaé
regions are approached. These properties are considered in the)
design of the Datagram Routing Algorithm [11]. The Datagram
Routing Algorithm aims to forward packets on minimum prop-
agation delay paths between source—destination pairs and guar-
antees that the propagation delay experienced by a packet is
smaller than or equal to the propagation delay onldngest satellite that discovers the congestion forwards the
minimum hop patletween the same source—destination pair. packets on alternative links. When the number of packets
Our new multicast scheme is based on the Datagram Routing i, an outgoing buffer exceéds a threshé|dt indicates
Algorithm [11]. As discussed in Section 11, the logical locations that there is a congestion on that particular link. If the
of the satellites are regarded as holes in a spherical grid, filled ik in the primary direction of a packet is congested,
by the nearest satellite. The routing is performed between the (1o the packet is forwarded on the secondary direction
ideal Iogical locations, i.e., the holes of the grld The m0b|||ty if available. Slmllarly, in case of satellite failures, the

of satellites is captL_lred by the logical location (_:oncept. For each packets that go through the failing satellite are sent in
packet, each satellite calculates the next hop independent of the 4, secondary direction. If the secondary direction is

delay path. If the minimum hop metrics consist of two
tuples, then the enhancement phase chooses one of these
two directions as the primary direction. As a result, the
direction calculated in the second phase lies on the min-
imum propagation delay path.

Congestion Avoidance PhasEhe decision made in the
previous phase is revised in the congestion avoidance
phase to avoid overly congested links and to route
packets around failed satellites. In the Datagram Routing
Algorithm, satellites do not exchange delay information.
Therefore, when link congestions are discovered, the

previous hops. The routing algorithm ensures that: not available, then the packet is still placed in the primary
« packets follow the minimum propagation delay route be-  direction in case of a congestion. In case of a satellite
tween the ideal locations of the source and destination; failure, if the packet does not have a secondary direction,
» congested regions are avoided,; then the packet is forwarded in a direction perpendicular

* resulting path is loop-free. to the primary one, from which it was not received.

The Datagram Routing Algorithm [11] processes every in- The details of the Datagram Routing Algorithm can be found
coming packet independently. Each satellite computes the ngxf11].
hop for each packet they receive. The next hop on the path is

determined in three phases. )
B. Addressing Mode

1) Direction Estimation Phasdn this phase, the directions
of possible next hops are determined assuming that allOur new multicast scheme creates source-based multicast
ISLs have equal lengths. Under this assumption, the mimmees for each multicast session. Each multicast session is
imum hop paths are also minimum propagation delassigned a uniqueulticast session IDOnce the tree is setup,
paths. This phase calculates for each packettilmum the multicast packets are routed according to the multicast
hop metricswhich consists of one or two tuples in thesession ID in their headers. Multicast routing tables in satellites
form of (direction, hop number). The minimum hop meteontain entries consisting of a multicast session ID and a
rics show how many horizontal and vertical hops shouldirection flag The direction flag shows in which direction a
be taken to reach the destination on a minimum hop pathulticast packet must be forwarded. Fig. 3 shows an example
This information is used as input in the next phase.  multicast routing table in a satellite.

2) Direction Enhancement Phas8ince the lengths of ISLs  This routing table belongs to a satellite through which four
are different in satellite networks as shown in Fig. 1, weulticast trees pass. Each digitin the direction flags corresponds
have the direction enhancement phase, where we consittea direction. If a digit is 1, then the multicast packets are for-
that the inter-plane ISLs have different lengths and refingarded in that direction. No multicast packets are sent in direc-
our decision about the next hop accordingly. If the mirtions having a 0 in the direction flags. For the multicast sessions
imum hop metrics consists of only one tuple, i.e., if eithet02 and 29, there is only one direction the packets must be sent
no horizontal or no vertical hops are needed, it is possitiie. For the other two multicast sessions, 392 and 114, there are
that the enhancement phase finds another direction witho directions, hence this satellite isbeanching pointin the
higher priority that is a part of the minimum propagatiomespective multicast trees.
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C. Creation of Multicast Trees Group Member |Primary Dir.|Secondary D
1 —- } b =11 1=
Multicast trees are created usingee-setup packets 2 4 - | Ol 6
P = («, #), where« is the session ID and is a partial 3 | = @ 3
list of destination satellites. First, the source satellite creat 4 — ; s | @
a tree-setup packet for its own use with a complete list 5 - f

destination satellites. Like any other satellite that receiw
a tree-setup packet, the source satellite uses the Datagian
R_OUtIIjg Algorlthm [11] to_determme the hlgh— _and |OV\/_-pI’IOI’ItyFig. 4. Example of subgroup creation in a satellite. (a) Members and possible
directions for each destination as outlined in Section Ill-Agirections. (b) Bin formation.

Following this, subgroups within the partial listare created.

The key point in subgroup creation is to keep the number _. . . . .
of subgroups as small as possible. There is a one-to- neF'rSF’ u'smg.the.Datagram Routing Algorithm [11], h'gh.' and
Lo qPHv-pnonty directions are calculated for each member in the
correspondence between the subgroups and the directions. : S RO
subaroun creation is accomplished as follows multicast group (Step 1). The direction estimation phase of the
group P ' Datagram Routing Algorithm calculates the directions on the

1) Using the Datagram Routing Algorithm [11], the highMminimum hop path, and the direction enhancement phase de-
and low-priority directions are determined for each dedermines the high-priority direction that lies on the minimum
tination in 3. Note that the congested links and the linkBropagation delay path. The resulting directions are shown in
not available due to satellite failures are discarded at tHi&d- 4(2)- Note that the group members 2 and 4 have only one
stage for each destination. direction to go. Each destination is then assigned to the bins of

2) A bin is created for each direction and destination satéll"éctions they can take (Step 2). Fig. 4(b) shows the bins with

lites are assigned to these bins according to the directidﬂgm:)e?' T?e mr(f:lt?]s J[ndch?te tr:at the bin betl)ong_?hto the h.'gh'
calculated in Step 1. Each bin contains a candidate s lority direction ot that multicast group member. 1hen a min-
group iImum number of bins must be selected such that all destinations

3) A minimum number L) of bins are selected such that afe covered (Step 3). Choosing the first and second bins, we can

destination satellites are contained in the selected b;rljgver all members with & minimum number of binls £ 2).

If th itin| binati ith | b a member appears in two selected bins, then it is assigned to
ere are muttiple combinations with equal NUMbBET O, 1y o jts high-priority direction (Step 4). Therefore, the first

bins,_thg co_mbir?atior? that contains the greatest numtfﬁfbgroup (to be sent upward) consists of memi§erss} and
of priority directions is selected. Note that can vary the second subgroup (to be sent to right) consists of members
between 1 and 4. _ _ _{1,3, 4. As aresult, two tree-setup packefs, = (a, {2, 5})

4) If a destination is included in two selected bins, then it Bnd 7, = (o, {1, 3, 4}), are created (Step 5), wheR is sent
removed from the bin of the low-priority direction. Afterupwards andP, to the right. When the upper neighbor satel-
this step, selected bins contain partial lists of destinatiof receivesr,, it processes the received tree-setup packet fol-
i, 1<i<L<4,suchthat)i_, 3, = BandB; N3 = lowing Steps 1-5 and creates new tree-setup packets. The right
{hi#J. neighbor satellite follows the same Steps 1-5/or

5) A tree-setup packel;, 1 < i < L < 4, is created for
each selected bin such thBt = («, 5;).

(@) (b)

D. Dynamic Group Membership
Then the routing table is updated according to the directions

of the formed subgroups. The tree-setup packets for each sug?Y"amic group membership is supported by allowing mem-
group are sent in corresponding directions. The satellites °rs to join and leave the multicast session while itis in progress.

ceiving these packets perform the same operations as describdg complete group membership is know_n only to the source _Of
in Steps 1-5. the multicast session. To support dynamic group membership,

The termination of the multicast session is accomplished W define the following operations.

deletion of the multicast tree. fear-down messags sent on « Join: A satellite willing to join a multicast session sends a
the branches of the tree. Satellites receiving this message delete Join_Requeshessage to the source of the corresponding
the entry for that multicast session from their routing tables and ~ multicast tree. The first satellite on the multicast tree that
forward the tear-down message in the tree. If the satellites along receives aoin_Requesitops forwarding it to the source.
the path are also destination satellites, then they send a message It updates its routing table for that session, creates a tree-
to the recipients on Earth, informing them about the termination ~ setup packet containing the session ID and the new des-

of the multicast session. tination satellite, and initiates the tree-setup operation as
Example: Let us consider a multicast session with the source  described in Section I1l-C. To inform the source of the ses-
satellite.S and multicast group of destinatios, 2, 3, 4, §. sion, it also creates doin_Notificationpacket and sends

S starts to build up the multicast tree by creating a tree-setup it to the source. Fig. 5 shows the sequence of these events.
packetP = («, {1, 2, 3, 4, 5}) and processing it. Fig. 4 shows < Leave: A destination satellite willing to leave the multi-
subgroups created in the source satellite. cast session sendd.eave Requethat traverses the tree
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IV. PERFORMANCE EVALUATION
Join_Request

(D The experiments we performed to assess the performance of
our multicast scheme fall into three groups.

i i Join Notification * We compare the end-to-end propagation delay between
@  L-tEE S > the source and each multicast group member for unicast
connections and on the multicast trees generated by
New Member Source Satellite our routing algorithm. We also demonstrate the band-
First Satellite width savings by using our multicast scheme instead of
on the Tree individual unicast connections. These experiments are
performed for uniform and nonuniform multicast group
member distributions.
« We analyze the effect of the dynamic multicast group

Fig. 5. Join operation.

backward. If the satellite receiving@ave_Reques not membership on the tree length.
abranching point, then it deletes the entry for that session. « We compare our multicast scheme with PIM [18], MOSPF
The first branching satellite receiving theave Request [16], and CBT [17] schemes. The experiments cover uni-

updates its routing table so that the multicast packets are form as well as nonuniform member distributions.

not sent to that branch, and sendsemve_Notificationo In all experiments, a satellite constellation with 288 satellites

the source. I j[he leaving des_tmgnon satellite is an INe)s ysed. These 288 satellites are distributed equally among 12
mgd@te satellite on the tree, it §|mply sendgave_No- lanes, which results i = 12 and N = 24 as constellation
tification to the source and continues forwarding the muEarameters. We assumed the initial alignment of the satellites,
ticast packets. o ) . _ where each satellite resides exactly on one of the logical loca-
Update: Members joining and leaving a multicast sessiofiyns of routing [11]. Since tree delay characteristics change as
causes the multicast tree to degenerate. To preserve ppme unicast routing protocol, the effect of mobility of satel-
timality of the tree, it must be updated. When a notifijjtes on delay is not investigated separately. In [11], it is shown
cation (eitherLeaveor Join) is received, the source in-that change in the propagation delay due to satellite mobility is
crements thenotification counter When the notification 394 on the average. All experiments presented in this section
counter exceeds a threshold vallethe source initiates reflect the average of 10 000 independent simulations and cover

the updateoperation. The multicast tree is updated usingulticast groups of size 5 to 70, which is almost a quarter of the
update packetdJpdate packets are created and processgdmber of all available satellites.

like tree-setup packets as described in Section IlI-C up to

Step 5, which is modified as follows.

— If a direction is already being used, then createipn A- Generation of Multicast Groups
date packetind send it in this existing direction.

—If a new direction is used, then createtrae-setup
packetwith the list of destinations in the correspondin
subgroup and send it in this new direction.

— If a direction is no longer used, then sentkar-down
messagén that direction.

The performance of our new multicast routing scheme is as-
sessed by considering different multicast member distributions.
%or the uniform case, the sender as well as the group members
are selected randomly in the satellite network. However, in a
real-life situation, multicast group members may not be uni-
formly distributed. Multicast data may be destined to several
locations that are geographically close to each other. It is ap-
E. Link Congestions and Satellite Failures parent that North America, Western Europe, and Southeastern
CAgisa would contain more destinations than any other part of
(ﬁ]e Earth. A small number of satellites is needed to serve these
f8as. Densely populated areas have limited but variable radii.
Satellites serving these areas can be regardéslaagls (sub-

When the multicast tree is generated, the tree-setup pro
avoids the links that are already congested or not available
to satellite failures. However, link congestions and satellite fa
ures may occur also after a multicast tree is created. If suchr ups) in the satellite constellation. The terms “island” and
link is on a multicast tree, the tree should be updated such tg ubp w d interch bl )
none of the branches include that link. Since the complete group group” are l.JS? Interchangeably. o
membership information is only maintained in the source of theIn order to mimic Fhe correlated member d|§tr|but|9ns, we
multicast tree, the tree update must be initiated by the soufgpress the distribution patter_n of the destinations W|th_ three
satellite. When an intermediate satellite discovers that a partpgrameter_(sg, M, R), wh_ereQ IS the_ total number of satellites
ular link on a multicast tree cannot be used, it sentiea_Up- in the_ mul_t|cast groupM IS the maximum number_ of member
date_Request the source of the multicast tree. Upon receivingatell'tes in an island, grﬂi IS the.maX|mum radius of each
the Tree_Update_Requeshe source satellite resets the notifi: ubgrpup. The generation of multicast group members has the
cation counter to zero and initializes the update operation ng_lowmg steps.
scribed in Section IlI-D. The resulting multicast tree no longer 1) The sender satellite is determined randomly. This satellite
includes the congested or unavailable links. may be any of the satellites in the constellation.
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Percentage Increase in Propagation Delay

2) The satellite islands are formed. For each island: 550 ,
— Uniform
a) The number pf members in that. island is chose | o mg;zgggg;g;
randomly. This random number is between 1 an —+= Non-Uniform 3
M 451

%

g

b) The radius of the island is determined. Island ra
are randomly chosen between 1 &d

c) A subgroup core is chosen such that the rest of t
subgroup is formed around it.

d) Other satellites are chosen from that island until tr3
number of satellites for that subgroup is reached.

End-to—End Delay
&
T

25

ncrea

ntage |

3) Step 2 is repeated until is reached.
This procedure generates multicast groups of a fixed size tlg
have different number of subgroups (islands) with a fixed ma’ 5
imum radius. The maximum size (number of members) ai
maximum radius of subgroups determines the average den:

oL

of islands. Determining the §ubgroup size and _radius randon os; m " % w p p 2
we generate subgroups of different size and a fixed average d... Multicast Group Size
sity.

. . . Fig. 6. Percentage increase in propagation delay.
In our experiments, we consider four cases of member distri-

bution. Multicast / Unicast Path Length Ratio
0.75 . . . :
Uniform: All multicast group members are uniformly dis- : oo norm
. 0.7k . —%— Non-Unif 2
tributed. : - Non_Uniform 3

Nonuniform 1: The group members are distributec
nonuniformly as described above with parametets= 5
andR = 4. o6
Nonuniform 2: The group members are distributec
nonuniformly with parameterdt = 5 andR = 2. '
Nonuniform 3: The group members are distributec
nonuniformly with parameter$t = 10 andR = 2.

Note that the uniform distribution corresponds to the least-de
sity case for a given multicast group size and the third nonur %
form case corresponds to the highest member density. 0ask

0.65

h Ratio
=
o
il

engt
o
"
T

Path L

0.451

0.3

B. Performance of the Multicast Routing Algorithm

. . . . 025 1 I 1 1 Il i J
Our new multicast routing algorithm generates multicasttre ~ ° 10 2 50 0 50 &0 70

Multicast Group Size

by minimizing the packet replication in each hop. Thus, the re- i
sulting paths do not always have minimum propagation delaydg- 7- Multicast/unicast path length ratio.
In the first experiment, we demonstrated the deviation of the
propagation delays on the multicast tree created by our new mpilebabilities. Therefore, the paths on the multicast tree are very
ticast algorithm from the minimum propagation delay paths detose to the minimum propagation delay paths.
termined by the Datagram Routing Algorithm [11] from source Comparing the different member distributions, we can see
to each destination. This deviation is reflected as percentagetimat the distributions with higher densities have smaller devi-
crease in propagation delays. The results of this experiment atiens for smaller multicast groups and tend to have larger devi-
shown in Fig. 6. ations as the multicast groups grow. It is also important that the

For all multicast group member distributions, the deviatiorange of percentage deviation becomes larger for less dense dis-
from the minimum propagation delay path increases as ttrbution cases and is highest for the uniform distribution case.
number of multicast group members increases up to 10 addder any scenario, the percentage deviation changes between
15. After this point, as the group size increases, the percentdgand 5.5%.
increase in the end-to-end propagation delay starts decreasindn the second experiment, we focus on the bandwidth saved
When the group size is small, each additional group membar using our multicast scheme rather than sending independent
increases the average percentage deviation because the papat&ets to each destination. For this purpose, we calculate the
that additional member shares the hops in the tree. These higpgith of the multicast trees and the sum of the lengths of the
may be secondary hops, and therefore, the end-to-end propagdividual paths to all destinations. The results are shown in
tion delay is larger than the one of the minimum propagatidfig. 7.
delay path. When there are more destination satellites, thel'he multicast/unicast path length ratio should be interpreted
packets are assigned to their preferred directions with highes follows. If the ratio is 1, then the sum of the unicast path
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lengths to all destinations and the length of the multicast tree ¢ 14~ ,

. . . . . —*— Group Size =5
the same, i.e., there is no link sharing at all. The more this ra =& Group Size= 10
approachesto zero, the higheris the link sharing. As an exam; |l < Group Size - 30
if this ratio is 0.5, then this means that using unicast packe
consumesl/0.5 = 2 times the bandwidth that the multicaslgw_
packets would use.

Fig. 7 shows that link sharing increases as the group s
grows for all group member distributions. When there are moz °
receivers, there is a higher probability that an outgoing link
shared by more than a single destination. As group size grog s
the slope of the curve approaches zero. This means that ad(é'j’
a new member increases link sharing more when there are £
group members. Since link sharing depends on the location
the destinations, it grows as the destination density in the islar
grow. However, the difference in link sharing becomes small
as the multicast group size increases.

ength

ree L

LON

Omega Value

C. Effect of Dynamic Group Membership
Fig. 8. Effect of dynamic group membership.

The addition and removal of multicast group members causes
deviations from the original structure of the multicast tree. ﬁ_s)
described in Section llI-D, the changes to the group membership
are reported to the source of the session. The source of the tre&s outlined in Section |, none of the existing multicast
initiates thetree update procedurhen the number of receivedschemes are well suited for LEO satellite networks. We now
notifications exceed a threshold valfke This threshold value compare our multicast scheme with PIM [18], MOSPF [16],
affects the degree the tree degenerates when the group memdned-CBT [17] schemes.
ship changes. 1) PIM Scheme:We first compare our new multicast

In order to show the effect of the threshold valeon the scheme with PIM [18] because PIM does not require cen-
tree length, we perform a set of experiments, where a unifotthalized calculations and creatshortest path treegSPTs)
member distribution in the satellite network is assumed. Firgthen the traffic flow increases. PIM performs well when the
a multicast tree is generated using our new multicast algorithmulticast group members are densely located in certain areas.
Then, based on the assumption that the numbers of memidgirice multicast groups in satellite networks have this type of
joining and leaving are equal on the averaf@/2] random structure, we compare the length of the trees generated by our
member additions ard— [$2/2] random member removals arenew multicast scheme with the length of the PIM trees.
performed, which adds up fo modifications. The length of the  Like many other multicast protocols, PIM [18] is based on
tree after these membership changes is recorded. Then the ¢@structing and maintaining a multicast tree. The construction
is updated using thizee update procedurgSection 11I-D), and of the multicast tree is independent of the underlying unicast
its length is also recorded. The length difference between ttmuting protocol. The initial multicast trees generated with PIM
trees before and after the update is expressed as the percerasgehared trees, i.e., different senders use the same tree to reach
increase with respect to the length of the updated tree. Note ti& members of a certain multicast tree. When the traffic from
the tree before the update is usually longer than the tree afespecific sender exceeds a threshold, the sender and receivers
the update. The results are average values of 10000 rande#itch to an SPT, leaving the shared tree used in the first step.
simulations. The experiment is repeated for group sizes 5, FIM is designed to avoid the overhead of broadcast packets and
20, 30, and 40. The results are depicted in Fig. &foralues to support low delays for heterogeneous applications.
between 1 and 10. In our simulations, we assume that the multicast members

As shown in Fig. 8, as the threshold vallegrows, the tree receive data in high rates so that eventually every destination
deviates more from its original structure and becomes longewitches to SPTs. In this case, the SPTs delay characteristics
Larger Q2 values correspond to delaying the tree update. Tlge the same as the unicast connections between the sender and
changes in the tree membership affect smaller multicast groupgividual receivers. In this set of simulations, we focus on the
more. As the group size increases, the effect of delaying ttiee lengths, i.e., the bandwidth usage after PIM switches to
tree update decreases. For example, the tree size increaseSRs. We compare bandwidth demand of PIM and our multi-
4% on the average for the first new member when the groapst scheme for different multicast group member distributions.
size is 5. For a group of 40 members, the increase in the treerhe trees of our multicast scheme are as long as the trees gen-
length is only 2.5%, on the average, even after 10 modificatioresated by PIM protocol in the worst case. PIM tries to estab-
According to these results, a variable update threshold schelisk shortest paths between source and destinations, and links
can be deployed, which updates the smaller multicast trees afiex shared only if they belong to multiple shortest paths. Our
fewer notifications are received, and delays the tree update $sheme, on the other hand, tries to merge the links wherever
larger multicast groups. possible at the expense of increasing the delay. In Fig. 9, we

Comparisons With Other Multicast Schemes
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35 : A multiple times longer than the optimum path. Another problem
e 5 - Non-Uniorm 1 associated with the OSPF areas is the placement of the backbone
sk e f |2 Nomunioma| ~ area, which all other areas must be connected to. Therefore, it

is not feasible to divide the satellite network into OSPF areas. If
the entire satellite network is considered as a single OSPF area,

= then the following observations can be made.

1) Under MOSPF, the group membership information is
flooded inside the area using LSA packets, which cor-
responds to flooding the membership information in the
entire satellite network. Our multicast routing algorithm
maintains the multicast group membership information
at the source satellite and does not require any kind of
broadcasting to maintain the group membership infor-
mation.

2) To create the multicast tree, the MOSPF protocol requires

. ! ‘ . . every router on the tree to run independently a shortest

0 10 20 Molicast Group Size % 60 7 path algorithm to determine the next hops to reach every
destination. This requires that the satellite topology is
maintained in all satellites. Our new multicast routing al-
gorithm is based on the Datagram Routing Algorithm,
which does not require the entire network topology and
demonstrate the savings in the bandwidth. The results presented  calculates the next hops with very low overhead.

here show the tree length differences in percentages. 3) If the MOSPF protocol is modified such that the group
For uniformly distributed group members, the PIM tree  membership information is maintained without flooding

length exceeds the tree lengths of our scheme at rates between gnd the next hop to every destination is obtained from

17.5% and 9.5%. The multicast trees generatEd by the PIM the Datagram Routing A|gor|thm' then MOSPF would

protocol are 14% longer than the trees generated by our mul-  create SPTs like the PIM scheme does. Under this sce-

ticast algorithm when the multicast group has five members.  nario, the delay and bandwidth consumption performance

This difference increases to 17.5% for multicast group size of  of the trees generated by MOSPF would be the same as
ten. As the multicast group size grows, the difference between i the PIM case as presented in Section IV-D-1.

the lengths of two trees decreases, but still our multicast

scheme produces shorter trees. When the multicast membel’? Co_re-Based_Tree SChem‘*? this section, we compare
lg multicast routing scheme with CBT protocol [17]. In the

are distributed in islands, we observe that the savings obtai 2 . .
using our multicast scheme also grows. The highest savirlgod-r SCTlergeh the mulr:!czra]st f)ackert]s are sel?t o a dels!gnated
are obtained for the distributions with the highest subgrog € cafle bt e:o_lr_?] w 'Ck rte ays t efed[::cac e:ﬁ to mu tlc?s';h
densities. As in the uniform distribution case, the differen joup members. 1he packets are routed from the source fo the
between the tree lengths decreases as the number of multié35F 35 unicast packets. The connectlon between the_ core and
group members increases. group members is apcompllsheq via an SPT. The choice of the
2) MOSPF: The Multicast Routing Extensions for ospgroretsan |mportant|ssue. affecting the perfprmance ofthe CBT
(MOSPF) [16] enables multicast delivery of packets in th%cheme. In th? RFC version of CE’T specification [21homt-
{gap mechanisris suggested, which selects the core based on

gﬁr':grrt]s(ta. -Ir;r;?v\?orroku?smheamggjh&l?:\%m?gﬁ)g ?)?tovzggz rt:Se FZO e hashing of the router IDs. Although this strategy distributes
cores in the network, it may perform poorly in many cases

Inside an OSPF area, the protocol creates an SPT roote s'gge it is not possible to consider all possible multicast groups
the source spanning all destinations. Individual OSPF are4a P L PO : group
tge network when designing the hashing function.

are connected over the backbone area. The backbone &fe . .
receives a summary of the group members in every OSPF are{! OUr experiments, we compute the core for each tree inde-
to which it is connected. This way, the complete membershiggndently, although it may not be feasible in real implementa-
information is not broadcast to all OSPF areas. All multicalPnS- The node closest to the center of the gravity of a multicast
packets are sent also to the routers in the backbone area, wigq}'P i chosen as the core. The metric used for this calculation
forward these packets to other OSPF areas if necessary. 1 the hop count. The procedure for core calculation is as fol-
In order to use MOSPF in a LEO satellite network, the satdPWs-
lite network must be partitioned into OSPF areas. If the OSPF 1) Using the direction estimation phase of the Datagram
areas are formed by grouping the logical locations, the trafficbe-  Routing Algorithm [11], determine the minimum hop
tween two areas passes over the backbone area, which results in  metrics from the source to all multicast group members.
suboptimal paths. For example, even though the source and th&) Multiply the horizontal and vertical hop counts byl for
destination satellites in two different areas may be only two hops  the directiondeft anddown
away from each other, the packets may have to be forwarded ta3) Calculate the average horizontal and vertical hop counts
the backbone area first. This may cause the packets to take paths and round them to the closest integer.

20

Percentage Increase (%)

Fig. 9. Percentage increase in tree length for PIM.
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Fig. 10. Percentage increase in tree length for CBT. Fig. 11. Percentage increase in propagation delay for CBT.

4) Designate the satellite that can be reached from sourgeto 162% for a group size of 70. The other two nonuniform
by the calculated mean horizontal and vertical number ofses show similar results, where they start around 100% and
hops as the core of the tree. grow up to 165%. Note that the increase in propagation delay

In our simulations, we compare the lengths of the trees genf our scheme is between 1% to 5.5% for the same range of

erated by our algorithm and the CBT scheme. We also compa@reup sizes, which is shown in Fig. 6.
the propagation delays of the packets routed on the minimum
propagation delay paths and trees generated by the CBT algo- V. CONCLUSION

rithm. These tests are performed for uniform and nonuniform . . .
In this work, we proposed a new multicast routing scheme for

member distributions. - :
In Fig. 10, the increase in tree length is depicted, which gsatagram traffic in LEO satellite IP networks. The new scheme

observed when the CBT protocol is used instead of our mulff. based on the Datagram Routing Algorithm. Multicast trees

cast scheme. From this figure we can conclude that our muffi generated such that the number of branches going out of &

cast scheme creates shorter multicast trees than the CBT S%’[_Q”ItG is minimized at each step. The simulation results show

tocol. For small group sizes, the difference is above 25%. Th|sat the n_1u|t|cast trees provide delays exceeding the minimum
: . : : ropagation delay by at most 5.5% on the average. Multicast
difference, however, becomes smaller with the increasing mu@-

. : ees are multiple times shorter than the sum of unicast paths.
cast group size. When the number of group members increases
ey also outperform trees generated by PIM, MOSPF, and
the shortest path tree between the core and the group mem
includes more branches. Therefore, the unicast connection Qe-
Q

schemes. We also present simulation results regarding the
tween the source and core takes up a smaller portion of the t jramic group membersh|p and show thaF the dyr)amlc group

. : membership scales well with the increasing multicast group
tree length, and the difference decreases. Especially for the uni-

form distribution, the difference approaches zero, which mea‘?ﬁlée'

that the tree length is the same on the average. Furthermore, R
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