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Abstract

Wording effects associated with positively and negatively worded items have been
found in many scales. Such effects may threaten construct validity and introduce sys-
tematic bias in the interpretation of results. A variety of models have been applied to
address wording effects, such as the correlated uniqueness model and the correlated
traits and correlated methods model. This study presents the multilevel bifactor
approach to handling wording effects of mixed-format scales used in a multilevel con-
text. The Students Confident in Mathematics scale is used to illustrate this approach.
Results from comparing a series of models showed that positive and negative word-
ing effects were present at both the within and the between levels. When the word-
ing effects were ignored, the within-level predictive validity of the Students Confident
in Mathematics scale was close to that under the multilevel bifactor model. However,
at the between level, a lower validity coefficient was observed when ignoring the
wording effects. Implications for applied researchers are discussed.
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Scales have been widely used in research and evaluation to measure constructs of

interest. A mixed-format scale is one that includes a combination of positively and

negatively worded items. From an instrument design perspective, mixed-format
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scales have the potential to reduce bias caused by respondents’ tendency to agree with

items regardless of the content (i.e., acquiescence bias; DeVellis, 2016). Because

negatively worded items tend to keep respondents more engaged in processing infor-

mation conveyed by items, they can potentially enhance construct validity (Y. Chen,

Rendina-Gobioff, & Dedrick, 2007; Podsakoff, MacKenzie, Lee, & Podsakoff,

2003).

The underlying assumption of mixed-format scales is that both positively and

negatively worded items measure a given construct in an equivalent way (Marsh,

1996). Two main concerns have been raised about this assumption. The first concern

lies in distinctive response patterns between positively and negatively worded items

(Wang, Chen, & Jin, 2015). For example, responses to positively worded items were

found to be significantly higher than negatively worded items, indicating that respon-

dents were more likely to agree with positively worded items than to disagree with

negatively worded items (Weems, Onwuegbuzie, Schreiber, & Eggers, 2003). Such

systematic bias might distort interpretations of results (Chessa & Holleman, 2007;

Horan, DiStefano, & Motl, 2003).

The second concern lies in the factor structure of mixed-format scales. Mixed-for-

mat scales that have been designed to measure a single construct can sometimes have

several alternative factor structures to the one-factor model. For instance, there has

been disagreement over the factor structure of the Rosenberg Self-Esteem Scale

(RSES; Rosenberg, 1989), which is one of the most widely used scales in psychol-

ogy. A two-factor structure has been suggested by some studies, with positively and

negatively worded items loading onto two separate factors, positive self-esteem and

negative self-esteem (e.g., Boduszek, Hyland, Dhingra, & Mallett, 2013; Kaufman,

Rasinski, Lee, & West, 1991). Alternative factor structures of the RSES have also

been proposed and examined in the extant literature, such as the correlated unique-

ness model where residuals of positively worded items and residuals of negatively

worded items are correlated, respectively, and the correlated traits and correlated

methods (CTCM) model where the positive wording factor and the negative wording

factor are correlated (Tomás & Oliver, 1999). The correlated uniqueness and CTCM

models with only the negative wording effect taken into account have been supported

as well (Horan et al., 2003). In sum, there is sufficient evidence that positively and

negatively worded items do not measure a given construct equivalently. In order to

ensure unbiased parameter estimates and accurate interpretations of scores in mixed-

format scales, wording effects should be taken into account.

Recently, bifactor models have been shown as the best-fitting model for mixed-

format scales (e.g., Hyland, Boduszek, Dhingra, Shevlin, & Egan, 2014; McKay,

Boduszek, & Harvey, 2014). That is, a substantive factor is measured by all items

and two specific factors (i.e., positive and negative wording effects) are measured by

positively and negatively worded items, respectively (see Figure 1). Bifactor struc-

tures have been used to model multidimensionality of measures when all items are

expected to measure a common construct while a subset of items measure a subdo-

main construct in addition to the common trait (Reise, 2012). A bifactor structure is
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suitable for mixed-format scales because item variances can be easily partitioned into

two sources, the substantive construct and wording effects. The independent contri-

bution of each source can be evaluated based on the strength of standardized factor

Figure 1. An example of bifactor modeling to address wording effects.
Note. g = the general factor; neg = the negative wording effect; pos = the positive wording effect. All

factors are orthogonal to each other. For simplicity error terms associated with x1 to x9 are not shown

on the diagram.
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loadings (Reise, Moore, & Haviland, 2010). This feature of bifactor modeling can be

valuable in the development of mixed-format scales and psychometric analyses to

disentangle the contributions of the substantive construct and wording effects.

The current study will discuss how the bifactor approach handles wording effects

within a multilevel context. Because data dependency can occur when individuals

are nested within contexts, multilevel modeling is adopted to take such nested data

into account. With nested data, the independence of observations assumption under-

lying confirmatory factor analysis (CFA) is violated. The single-level CFA analytic

procedures might lead to biased results and incorrect conclusions, because ignoring

the data dependency would underestimate standard errors of parameter estimates and

inflate Type I error rates (e.g., Hox, 2010). Methods that are commonly used in the

literature to take into account the nested data structure include a design-based

approach that adjusts standard errors and a model-based approach that involves mul-

tilevel analysis. This study will apply the model-based multilevel CFA approach for

two conceptual reasons.

First, between-level (e.g., between-classroom where students are nested within

classrooms) variations in constructs can be of interest. Increasing evidence has shown

individual and group differences in constructs such as self-esteem and self-efficacy,

which calls for the need to further investigate the significant role of social contexts

(e.g., Eccles & Roeser, 2011). Social context is also important because many items

explicitly reference a social context. For example, the RSES scale includes the item

‘‘I feel that I am a person of worth, at least on an equal plane with others,’’ and the

Students Confident in Mathematics (SCM) scale (TIMSS & PIRLS International

Study Center, 2011) includes the item ‘‘Mathematics is more difficult for me than for

many of my classmates.’’ Thus, individuals’ responses to those items might be

affected by the social environment they are immersed in (e.g., classroom) and various

social comparisons they make. Examining the factor structure of psychological con-

structs at the between level enables researchers to address research questions related

to between-level variations and the potential impact and/or causes of such variations,

and to build multilevel theories (Zimprich, Perren, & Hornung, 2005).

Second, although positive and/or negative wording effect factors have been identi-

fied in mixed-format scales with independent observations, wording effects at the

between level have not been investigated systematically. The exploration of the exis-

tence and interpretation of wording effects at the between level can potentially fur-

ther our understanding of wording effects. For instance, wording effects might be

interpreted as individual response styles rather than method artifacts, based on the

relationship between wording effects and some individual characteristics (e.g., fear

of negative evaluations by others, self-consciousness, behavioral inhibition, anxiety,

and reading ability and verbal reasoning; DiStefano & Motl, 2006, 2009; Dunbar,

Ford, Hunt, & Der, 2000; Tomás, Oliver, Galiana, Sancho, & Lila, 2013; Weems et

al., 2003; Ye, 2009). However, group-level response styles associated with wording

effects have not been studied. By contrast, other types of response styles (such as

extreme response styles) have been found to have group-level differences, especially
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cross-cultural differences (e.g., Johnson, Kulesa, Cho, & Shavitt, 2005). For exam-

ple, Scherer and Gustafsson (2015) modeled response style at both the student level

and the classroom level. Their purpose was to take into account the differences in

response styles due to individual and classroom/cultural variations, when modeling

the factor structure of students’ assessments of teaching quality across three coun-

tries. Results showed high loadings on the classroom-level response style, indicating

that students responded to items differently across classrooms. Therefore, it is worth-

while exploring if wording effects are present at the between level. If present,

researchers can further examine the relationship between wording effects and group-

level characteristics and the possibility of conceptualizing response styles as a group

characteristic. Of note is that such investigation into the substantive interpretations

of wording effects at the between level is beyond the scope of this study. Instead, it

focuses on demonstrating how the multilevel bifactor model can be applied to exam-

ine the presence of wording effects at the between level.

Bifactor Modeling

The bifactor model was first introduced by Holzinger and Swineford (1937) as an

exploratory approach to factor analyze a large test battery of abilities. In a typical

bifactor model, each item loads onto a general factor, which is the common trait mea-

sured by a scale (or scales), and at most one specific factor that a well-defined set of

items aims to measure in addition to the common trait. No cross-loadings are allowed

in bifactor models. It is assumed that all factors are uncorrelated (i.e., orthogonal) to

each other. An example of a bifactor pattern matrix can be written as

L ¼

l1g l11 0 0 � � � 0

l2g l21 0 0 � � � 0

l3g 0 l32 0 � � � 0

l4g 0 l42 0 � � � 0

..

. ..
. ..

. ..
. . .

.
0

l J�1ð Þg 0 0 0 0 l J�1ð ÞK
lJg 0 0 0 0 lJK

0
BBBBBBBBB@

1
CCCCCCCCCA

:

Here each indicator j ( j = 1 to J) has a nonzero loading on the general factor g and

another loading on one of k (k = 1 to K) specific factors. For example, indicators 1

and 2 load on the first specific factor, whereas indicators 3 and 4 load on the second

specific factor. Assuming that responses to all items are continuous, a linear bifactor

model can be expressed as

xi ¼ t þ Lji þ di;

where xi is a J 3 1 response vector of person i, and t is the intercept vector; L refers

to the bifactor pattern matrix (example shown above); ji is the vector of latent factor

scores for person i, which consists of the general factor score (jig) and group factor
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scores (ji1, ji2, . . . , jiK); and di is the vector of item residuals for person i. Due to

the orthogonality of the general and the specific factors, a person’s response vector

(xi) can be decomposed to two parts, attributable to the general factor score jig

� �
and

the group factor scores ðji1, ji2, . . . , jiKÞ, respectively.

Recent years have witnessed a substantial increase in applications of bifactor

models in the fields of education and psychology. For instance, bifactor models have

been used to represent the underlying factor structure of testlet-based tests, where the

testlet refers to a group of items that share the same stimulus and enhance the effi-

ciency of test construction (Cho, Cohen, & Kim, 2014; Rijmen, 2010). For example,

in a reading test with multiple items sharing the same passage as the prompt, each

item measures both students’ reading comprehension and their content knowledge.

Additionally, many applications of bifactor models can be found in the field of psy-

chology involving the psychometric analyses of scales, such as intelligence

(Beaujean, Parkin, & Parker, 2014), quality of life (F. Chen, West, & Sousa, 2006;

Deng, Guyer, & Ware, 2015), depression (Yang & Jones, 2008; Yang, Tommet, &

Jones, 2009), attention-deficit hyperactivity disorder (Matte et al., 2015; Toplak et

al., 2012), anxiety (Allan, Albanese, Short, Raines, & Schmidt, 2015), fatigue

(Varni, Beaujean, & Limbers, 2013), and personality (MacAbee, Oswald, &

Connelly, 2014).

Bifactor Modeling and Mixed-Format Scales

In addition to the applications of bifactor modeling discussed above, there has been

growing interest in the use of bifactor models to address wording effects in mixed-

format scales. For example, Marsh, Scalas, and Nagengast (2010) used longitudinal

data to examine the factor structure of the RSES scale. The longitudinal approach

provided sufficient evidence that supported the bifactor model with self-esteem as the

primary construct and positively and negatively worded items loading onto the posi-

tive wording effect and negative wording effect factors, respectively. Longitudinal

measurement invariance tests also showed the stability of method effects over time,

including the bifactor structure, item loadings and intercepts, and means of method

effects. The temporal stability of method effects supported the interpretation of

method effects as response styles that were substantively meaningful. Similarly,

McKay et al. (2014) examined the factor structure of the RSES with a sample of high

school students by testing four competing solutions to wording effects, including a

one-factor model, a two-factor model, a second-order model, and a bifactor model.

The bifactor model was also supported. Additionally, based on comprehensive eva-

luations of item loadings, reliability, and correlations with other measures, the authors

concluded that the RSES was a unidimensional measure of self-esteem and positive

and negative wording effects served as two nuisance dimensions. The bifactor model-

ing approach was further confirmed by Hyland et al. (2014) who used an adult cross-

sectional sample.
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A slightly different bifactor conceptualization has been provided by other studies.

Gu, Wen, and Fan (2015) modeled the wording effect in the Core Self-Evaluation

Scale using a Chinese sample and suggested a bifactor model with only a negative

wording effect factor associated with negatively worded items. They also found that

when wording effects were ignored, the predictive validity coefficients of the scale

were underestimated when correlations between core self-evaluation and the criterion

variables were positive and overestimated when correlations were negative. The

bifactor model with only one specific factor for negatively worded items has been

supported within the item response theory framework as well by Wang et al. (2015).

Ignoring wording effects was found to result in overestimated scale reliability and

biased estimates of person measures (i.e., the general factor scores). Of note is that

the bifactor model with only one wording effect factor associated with either posi-

tively or negatively worded items is equivalent to the CTCM framework when only

the positive method effect or the negative method effect is included. The CTCM

model with only the negative wording effect taken into account has been shown to

have good fit to data from mixed-format scales, including the RSES, Attitude Toward

School, and Locus of Control, which were all included in the National Educational

Longitudinal Study (Horan et al., 2003).

Zimprich et al. (2005) examined the factor structure of a modified RSES within a

multilevel context and identified a bifactor model with only the negative wording effect

factor associated with negatively worded items at the within level, and a unidimen-

sional model at the between level. In other words, the negative wording effect occurred

only at the within level, whereas the self-esteem factor itself captured the variations

across between-level units (i.e., school classes). Although this study extended the inves-

tigation into the factor structure of mixed-format scales to a multilevel context, only a

limited number of models were examined in the study, compared with a variety of

models examined within the single-level context in the extant literature.

Along this line of research, the major purpose of this study is to demonstrate the

multilevel bifactor approach, in comparison to a series of alternative models, to han-

dling wording effects with a nested data structure. Second, the presence of negative

and/or positive wording effects at the within and between levels is also examined

through model comparisons. Third, this study shows the impact of ignoring the word-

ing effects on the predictive validity of the mixed-format scales at the within and

between levels. These research purposes are achieved through an empirical example

using multilevel data (students nested within classrooms) obtained from the adminis-

tration of the SCM scale as part of the 2011 Trends in International Mathematics and

Science Study (TIMSS).

Method

Data Source

Data were drawn from the 2011 TIMSS USA eighth-grade sample, with a total stu-

dent population of 10,477. TIMSS assesses mathematics and science achievements
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of fourth- and eighth-graders across participating countries and educational systems.

The 2011 TIMSS was the fifth assessment, and over 57 countries and 20 educational

systems participated. Two-stage sampling was implemented with schools randomly

selected at Stage 1, and one or more classes were then randomly selected from each

school. The sample for this study included 10,416 students who were nested within

531 classrooms. Classroom was treated as the between-level unit of analysis. The

average classroom size was 20 (Max = 38, Min = 5). Students were aged 14.40 years

on average (SD = 0.56, Max = 18, Min = 12). Half (50.62%) were females.

Measures

The SCM scale consists of nine items, with four items negatively worded. It was

administered as part of a student questionnaire that required 15 to 30 minutes to

complete. All items were rated on a 4-point Likert-type scale ranging from 1 (Agree

a lot) to 4 (Disagree a lot). Example items included ‘‘I learn things quickly in mathe-

matics’’ and ‘‘Mathematics makes me confused and nervous.’’ It should be pointed

out that based on the response options, a higher value of responses to positively

worded items is associated with a lower confidence level in mathematics. Therefore,

responses to positively worded items were reverse coded to ensure more straightfor-

ward interpretations of the scale. The revised 4-point Likert-type scale ranged from 1

(Disagree a lot) to 4 (Agree a lot). The criterion variable of this study was students’

math achievement score. Students’ math achievements were assessed with a 45-min-

ute test, consisting of both multiple-choice and constructed-response questions.

Scores were computed as the average of five plausible score values which were pro-

vided by TIMSS, using the TOTWGT sampling weight (Foy, Arora, & Stanco,

2013). Both the student questionnaire (including the SCM scale) and the achieve-

ment assessment were conducted toward the end of the school year across participat-

ing countries and educational systems.

Analytic Procedures

Statistical analyses were conducted using Mplus 7.3 (Muthén & Muthén, 1998-2014).

Because both maximum likelihood estimation with robust standard errors (MLR) and

weighted least squares means and variances adjusted (WLSMV) have been used with

ordinal data, preliminary analysis was conducted to compare the results of MLR and

WLSMV. The same pattern of relative model fit was observed across these two esti-

mation methods. Results reported in this study were based on the MLR estimation, in

order to facilitate the interpretations of findings in comparison to the extant literature

on wording effects, which was primarily based on treating responses as continuous.

The multilevel bifactor approach to handling wording effects was evaluated

through a series of model comparisons. Nine models being compared are described

below:
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Model 1: A unidimensional model at the within and between levels, with all items

loadings onto SCM.

Model 2: A bifactor model at the within level with the negative wording effect

factor associated with negatively worded items; and a unidimensional model at

the between level.

Model 3: a bifactor model at the within level with the positive wording effect fac-

tor associated with positively worded items; and a unidimensional model at

the between level.

Model 4: A bifactor model at the within level with the positive and negative

wording effect factors; and a unidimensional model at the between level.

Model 5: A bifactor model with the negative wording effect factor at both

levels.

Model 6: A bifactor model with the positive wording effect factor at both levels.

Model 7: A bifactor model with the positive and negative wording effect factors

at both levels.

Model 8: A two-factor model at the within level that has positively worded items

loading onto confidence in mathematics and negatively worded items loading

onto self-doubt, and the two factors, confidence and self-doubt, are correlated;

a unidimensional model that has a single factor, SCM, at the between level.

Model 9: The same two-factor model described in Model 8 at both within and

between levels.

It should be pointed out that originally multilevel correlated uniqueness models

were included in the study (i.e., a correlated uniqueness model with errors of posi-

tively and negatively worded items correlated with each other, respectively, at the

within level and a unidimensional model at the between level; and a correlated

uniqueness model at both levels). However, these models were dropped due to inad-

missible solutions. This might be caused by empirical underidentification when there

are a substantially greater number of parameters to be estimated in the correlated

uniqueness model than the other models (e.g., unidimensional, two-factor, and bifac-

tor models; Marsh et al., 2010). Of note is that because determining the multilevel

factor structure with the presence of wording effects is exploratory in nature, equal

and distinctive factor structures across levels were specified and evaluated for each

of the models being compared. Prior to conducting multilevel CFA, the four-step

procedure (see Muthén, 1994) was employed to model factor structures at different

levels of analysis. The first step was to perform the conventional factor analysis on

the sample total covariance matrix; the second step was the estimation of between-

level variation and the calculation of the intraclass correlation coefficient for each

item; it was followed by factor analysis of the sample pooled-within covariance

matrix (Step 3) and the sample between-level covariance matrix (Step 4). The four

steps can provide justification of multilevel analysis and initial information regarding

the fit of factor structures.
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The nine models were evaluated based on model fit indices, including chi-square

goodness of fit, comparative fit index (CFI), root mean square error of approximation

(RMSEA), and standardized root mean squared residual (SRMR within and between).

Recommended cutoff values of those indices for good model fit are statistically non-

significant chi-square (p� .05), CFI � .95, RMSEA � .06, and SRMR � .08 (Hu

& Bentler, 1999). As models evaluated in this study were not all nested within each

other, they were compared based on Akaike information criterion (AIC), Bayesian

information criterion (BIC), and sample-size adjusted BIC (SaBIC). Smaller values

of indices indicate better model fit. The adequacy of models was also evaluated by

checking parameter estimates based on substantive and conceptual expectations

(DiStefano & Motl, 2006; Marsh, 1996). Additionally, based on the magnitude of

standardized factor loadings, the relative strength of the general factor to wording

effects was evaluated, which was indexed by explained common variance (ECV).

Larger ECV (closer to 1) suggests a stronger general factor. The contributions of the

general factor and wording effects to item variances were also evaluated, indicated

by coefficient omega hierarchical ðvHÞ and omega subscale (vPOS and vNEG), respec-

tively (Reise, 2012; Reise et al., 2010). The higher coefficient omega is, the more

item responses reflect the corresponding dimension.

After the best-fitting model was selected, the predictive validity of the SCM scale

was examined by estimating the correlation between students’ confidence in mathe-

matics and their math achievement scores. These results were compared with the pre-

dictive validity of the scale when wording effects were ignored.

Prior to conducting statistical analyses, missing data were examined. For items of

the SCM scale, missingness ranged from 1.42% to 2.33% (out of 10,416 cases), while

no missing data were observed for the math achievement scores. The MLR estimation

takes into account the missing data and uses all available data.

Results

Descriptive Statistics

Descriptive statistics of each item of the SCM scale and math achievement scores are

presented in Table 1. Overall, eighth-graders in this sample had a relatively high con-

fidence level in math. Item responses were approximately normally distributed. Item

intraclass correlation coefficients (ICCs) ranged from .04 to .10, with an average ICC

of .08. This indicates that on average, 92% of the total item variance could be attrib-

uted by the within-classroom individual differences in math confidence, while differ-

ences across classrooms accounted for 8% of the total item variance. By contrast, the

ICC of the math achievement score was substantially higher (.65). This uncommonly

high ICC might be explained by the sampling procedure of TIMSS that used eighth-

grade classes that were tracked by students’ performance. As expected, this would

increase the between classroom variations in math achievement scores (Joncas &

Foy, 2013).
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Multilevel Confirmatory Factor Analyses

Prior to multilevel CFA, the four-step procedure proposed by Muthén (1994) was

performed and the results supported the multilevel analysis (detailed results are

omitted for brevity but are available on request). Table 2 presents the results of the

nine multilevel models compared in this study to address wording effects in the SCM

scale. Overall, Model 1 (the unidimensional model at both levels) did not fit the data

as well as the models that took wording effects into account at either the within or

the between level or both levels (Models 2-9, except Model 6 that did not converge).

Comparing those models, Models 4 and 7 demonstrated better model fit, as indicated

by higher CFI, lower RMSEA, lower SRMR_within, and lower AIC, BIC, and

SaBIC values (see Table 2). Model 4 consisted of the bifactor model at the within

level with the positive and negative wording effect factors and a unidimensional

model at the between level. Model 7 refers to the bifactor model with positive and

negative wording effect factors at both levels. Comparing Models 4 and 7, Model 7

which modeled wording effects at both levels, provided better model fit based on a

slight increase in CFI, a relatively substantial decrease in SRMR_between, and

smaller values of AIC, BIC, and SaBIC.

Parameter estimates of Model 7 were further examined to ensure appropriate

interpretations of results (see Table 3). Overall, the general factor loadings were

stronger than loadings of wording effects, as indicated by high ECV (.68 and .86 for

the within and between levels, respectively). Item responses were dominated by the

general factor (vH ¼ :76;vPOS ¼ :19;vNEG ¼ :30 at the within level, and

vH ¼ :93;vPOS ¼ :14;vNEG ¼ :07 at the between level). Specifically, for the gen-

eral factor of SCM, standardized factor loadings ranged from .43 to .82 at the within

level and from .57 to .97 at the between level. Factor loadings of all negatively

Table 1. Descriptive Statistics of Variables Involved in the Study.

Variable N M SD Skewness Kurtosis ICC

Usually do well in math* 10,268 3.24 0.83 0.97 0.34 .12
Math is more difficult 10,263 2.83 1.03 20.40 20.10 .04
Math is not my strength 10,197 2.60 1.15 20.12 21.42 .10
Learn quickly in math* 10,173 2.88 0.95 0.42 20.80 .07
Feel confused and nervous 10,219 2.88 0.99 20.40 20.95 .06
Good at working out problems* 10,222 2.66 0.98 0.23 20.94 .07
Teacher thinks I can do well in math* 10,209 3.00 0.92 0.62 20.48 .08
Teacher tells me I am good at math* 10,214 2.78 1.03 0.39 20.99 .10
Math is harder for me 10,251 2.81 1.17 20.41 21.33 .08
Math achievements 10,416 509.81 73.98 20.05 20.20 .65

Note. ICC = intraclass correlation coefficient.

*Items were reversely coded to ensure that higher values were associated with higher confidence levels.

Items of the Students Confident in Mathematics scale ranged from 1 (Disagree a lot) to 4 (Agree a lot).

Math achievements ranged from 251.08 to 735.22.
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worded items at the within level were substantial (over .40), but the between-level

factor loadings of two negative items became nonsignificant, that is, .03 and .41 for

Items 3 and 5, respectively. In other words, at the within level, both students’ confi-

dence in math and the negative wording effect contributed substantially to the var-

iance of the negatively worded items. However, at the between level, the general

factor—math confidence was dominant in the aggregated responses of negatively

worded items. Compared with general factor loading strength, factor loadings of

positively worded items were not substantial at both levels, except Items 7 and 8 (.77

and .53 for Item 7 at the within and between levels, .47 and .71 for Item 8 at the

within and the between levels, respectively). That is, both math confidence and posi-

tive wording effect contributed substantially to the variance of Items 7 and 8,

whereas for the other positively worded items, math confidence was much more

strongly associated with the item responses than positive wording effect.

Given that among positively worded items, only Items 7 and 8 had substantial fac-

tor loadings across levels, an additional model (Model 10) was constructed, with the

factor structure of the positive wording effect modified based on Model 7. That is,

Items 1, 4, and 5 were removed from the positive wording effect structure and

Table 2. Confirmatory Factor Analyses Results for Each Model Compared in the Study.

Model Chi-square df CFI RMSEA
SRMR_
within

SRMR_
between AIC BIC SaBIC

Model 1 6310.58 54 .83 .11 .08 .07 219,428 219,754 219,611
Model 2 2048.85 50 .95 .06 .05 .07 215,154 215,509 215,353
Model 3 1103.26 49 .97 .05 .02 .07 214,110 214,472 214,313
Model 4 403.41 45 .99 .03 .01 .08 213,386 213,777 213,606
Model 5 2022.50 46 .95 .07 .05 .05 215,137 215,521 215,353
Model 6 non-convergence
Model 7 322.94 36 .99 .03 .01 .02 213,306 213,762 213,561
Model 8 2094.53 53 .95 .06 .05 .07 215,212 215,545 215,399
Model 9 2093.31 52 .95 .06 .05 .06 215,210 215,550 215,401
Model 10 616.78 44 .99 .04 .03 .03 213,634 214,032 213,858

Note. df = degrees of freedom; CFI = comparative fit index; RMSEA = root mean square error of

approximation; SRMR = standardized root mean square residual; AIC = Akaike information criterion;

BIC = Bayesian information criterion; SaBIC = sample-size adjusted Bayesian information criterion. Model

1 = students’ confidence in math (SCM) at both levels; Model 2 = bifactor (SCM and negative wording

effect) at the within level and SCM at the between level; Model 3 = bifactor (SCM and positive wording

effect) at the within level and SCM at the between level; Model 4 = bifactor (SCM, positive and negative

wording effects) at the within level and SCM at the between level; Model 5 = bifactor (SCM and negative

wording effect) at both levels; Model 6 = bifactor (SCM and positive wording effect) at both levels; Model

7 = bifactor (SCM, positive and negative wording effects) at both levels; Model 8 = correlated factors

(math confidence measured by positively worded items, and math self-doubt measured by negative

worded items) at the within level and SCM at the between level; Model 9 = correlated factors (math

confidence and math self-doubt) at both levels; Model 10 = bifactor (SCM and negative wording effect)

and correlated errors between Items 7 and 8 at both levels.
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residuals of Items 7 and 8 were correlated. Compared to Model 7, Model 10 had a

worse fit (see Table 2), based on larger values for the AIC, BIC, and SaBIC.

Therefore, we concluded that Model 7 was the best-fitting model to address the

wording effects of the SCM scale within the multilevel context.

Predictive Validity of the SCM Scale

Predictive validity of the SCM scale scores was examined by incorporating a criter-

ion variable, math achievement scores. The impact of ignoring wording effects on

the predictive validity was investigated by correlating SCM with math achievements

under Model 7 (with wording effects taken into account) and Model 1 (with wording

effects ignored). It should be noted that a transformation was applied by dividing

math achievement raw scores by 100, to address the model nonconvergence issue

caused by different scales of the SCM measure and the criterion variable. When fit-

ting the multilevel bifactor model (Model 7), the correlation coefficients between the

Table 3. Standardized Parameter Estimates of the Students Confident in Mathematics Scale
With the Multilevel Bifactor Model (Model 7).

Item SCM
Positive

wording effect
Negative

wording effect

Within level
Usually do well in math .72 (.01) .14 (.02)
Math is more difficult .59 (.01) .48 (.02)
Math is not my strength .68 (.01) .45 (.01)
Learn quickly in math .82 (.01) .11 (.02)
Feel confused and nervous .57 (.01) .40 (.02)
Good at working out problems .72 (.01) .21 (.02)
Teacher thinks I can do well in math .43 (.01) .77 (.04)
Teacher tells me I am good at math .48 (.01) .47 (.03)
Math is harder for me .65 (.01) .51 (.01)
Between level
Usually do well in math .95 (.02) .12 (.04)
Math is more difficult .93 (.03) .29 (.10)
Math is not my strength .97 (.02) .03a (.15)
Learn quickly in math .95 (.02) .21 (.09)
Feel confused and nervous .91 (.05) .41a (.22)
Good at working out problems .96 (.03) .11a (.12)
Teacher thinks I can do well in math .75 (.05) .53 (.15)
Teacher tells me I am good at math .57 (.05) .71 (.17)
Math is harder for me .92 (.02) .28 (.07)

Note. SCM = Students Confidence in Mathematics. Model was identified by fixing the latent factor

variance to 1 at both the within and between levels. Standard errors of factor loadings are reported

within parentheses.
aFactor loadings are not statistically significant at .05.
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SCM and math achievement scores were .56 and .68 for the within and between lev-

els, respectively. Under the unidimensional model (Model 1), the correlation coeffi-

cients were .55 and .61 at the within and between levels, respectively. Although the

predictive validity coefficients were close at the within level, the coefficients differed

more substantially at the between level, with lower coefficient estimates when ignor-

ing the wording effects in the SCM scale.

Discussion

Recently, the potential of using bifactor models to address wording effects has been

studied (e.g., Hyland et al., 2014; Marsh et al., 2010; McKay et al., 2014). The bifac-

tor model is specified as having one general factor measured by all items and two

specific factors consisting of positively and negatively worded items, respectively (or

only a single specific factor formed by negatively worded items), in which all factors

are orthogonal. The present study extended the investigation into the factor structure

of mixed-format scales to a multilevel context. The comparisons of different specifi-

cations of multilevel bifactor models and alternative models supported the multilevel

bifactor model with one general factor and the positive and negative wording effect

factors at both the within and between levels.

In the multilevel bifactor model, item variances can be partitioned into the within

and between levels, and each variance component is then decomposed into the gen-

eral factor and wording effects. The independent contributions of the general factor

and wording effects can be evaluated at each level based on the strength of standar-

dized factor loadings, because all factors are orthogonal (Reise, 2012; Reise et al.,

2010). In the current analysis, although negatively worded items had lower loadings

than the general factor loadings, the negative wording effect was not trivial, espe-

cially at the within level. Positively worded items reflect primarily the general factor

(i.e., students’ confidence in mathematics), with a few exceptions where the positive

wording effect contributed to the item variances equally or more than the general fac-

tor. Results supported the use of multilevel bifactor models to take into account the

wording effects.

Interestingly, when wording effects were ignored at both levels (fitting a two-level

unidimensional model), the predictive validity coefficients were close at the within

level, while the coefficients differed more substantially at the between level. That is,

between-level coefficients were lower when ignoring the wording effects in the SCM

scale. However, it is not clear whether such discrepancy in the validity coefficients at

the between-level will be observed regardless of the strength of the wording effects.

Or it might depend on several factors, such as the relative strength of wording effects

across levels, the degree of data dependency (ICC), the sample size at each level, the

factor structure, and so on. Also of note is that when fitting the two-level unidimen-

sional model, both positive and negative wording effects were ignored. Thus, how

ignoring each of the wording effects plays a role in the estimation of coefficients is

another question. Future simulation studies are called for to fully examine the impact
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of ignoring wording effects on correlations or structural relationships among factors

in the multilevel context.

The discovery of positive and negative wording effects at the between level pro-

vides a new perspective of investigating wording effects, which can potentially fur-

ther our understanding of the nature of wording effects. Researchers have identified

some potential explanations for wording effects (e.g., personality traits), supporting

the interpretation of wording effects as individual response styles (DiStefano &

Motl, 2006, 2009; Dunbar et al., 2000; Tomás et al., 2013; Weems et al., 2003; Ye,

2009). With the presence of wording effects at the aggregate level, wording effects

might also reflect group response styles. Thus, aggregate-level characteristics, in

addition to individual-level factors, can be taken into account, such as classroom cul-

ture, teacher–student relationships, school climate, social value orientation, and so

on. Along with this line of research, multilevel bifactor models could be advanta-

geous in that they allow wording effects to be examined as a distinctive factor that is

separated from the general factor. This facilitates the investigation of relationships

between wording effects and other variables, with the multilevel bifactor model

extended to the multilevel structural equation model.

Another implication of this study is the possible presence of multiple wording

effects for the same item. It was observed in this study that positive wording effects

were not as strong as the general factor across levels, except for two items. Close

examination of the item wording revealed that both items involved the perspective of

the teacher, that is, the teacher’s perception of students’ ability in math. More pre-

cisely, those two items measure how students think their teachers perceive their abil-

ity in math, while the other items are about students’ self-perceptions of their math

ability. Therefore, it is possible that item responses were partially attributable to

another type of wording effect due to the involvement of an additional subject besides

respondents in item wording. Future research is called for to investigate this type of

item wording and the potential wording effect it might cause.

Overall, this study demonstrated the application of the multilevel bifactor model

to address wording effects across levels. There are several recommendations for

applied researchers. First, applied researchers should be aware of potential wording

effects caused by the presence of both positively and negatively worded items.

Psychometric analyses can be conducted to model the underlying factor structure of

mixed-format scales with wording effects taken into account. When multilevel con-

structs are present, multilevel analyses should be performed. The dimensionality and

validity of mixed-format scales across the individual and the aggregate levels can

thus be examined. Second, the multilevel bifactor approach has been demonstrated as

a potential representation of the factor structure of mixed-format scales and is thus

recommended to be included in the psychometric analyses. The evaluation of inde-

pendent contributions of the primary construct and wording effects could help applied

researchers tease out wording effects from the measurement of the primary construct.

This would increase the likelihood of accurate interpretations of research findings.
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