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ABSTRACT

Named entity processing over historical texts is more and more

being used due to the massive documents and archives being stored

in digital libraries. However, due to the poor annotated resources

of historical nature, information extraction performances fall be-

hind those on contemporary texts. In this paper, we introduce

the development of the NewsEye resource, a multilingual dataset

for named entity recognition and linking enriched with stances

towards named entities. The dataset is comprised of diachronic

historical newspaper material published between 1850 and 1950 in

French, German, Finnish, and Swedish. Such historical resource is

essential in the context of developing and evaluating named entity

processing systems. It evenly allows enhancing the forcefulness of

existing approaches on historical documents which enable adequate

and e�cient semantic indexing of historical documents on digital

cultural heritage collections.

CCS CONCEPTS

• Information systems → Information extraction; Multilin-

gual and cross-lingual retrieval;Digital libraries and archives.
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datasets, multilingual, diachronic historical newspapers, named
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1 INTRODUCTION

Information extraction (IE) from unstructured data may include

tasks such as named entity recognition (NER), entity linking (EL)

and stance detection (StD). NER consists of locating named entities

and categorising them into a set of pre-de�ned classes (i.e. person,

location, organisation, etc.), EL allows the disambiguation of the

recognised named entities to a knowledge base (i.e. Wikipedia,

Wikidata) while StD aims to determine whether the author’s stance

is subjective or neutral towards a target entity and if it is subjective,

thus it determines its polar orientation (i.e. favor or against).

As themassive amount of digitised archival material is increasing

during the last few decades, information extraction from historical

newspapers has become highly required. Unlike contemporary data

for which there are numerous information extraction resources,

historical documents face not only serious bottleneck concerning

the lack of annotated data, but also the unavailability of data in low-

resourced languages. For named entity processing, many previous

works used contemporary datasets to handle historical texts [19]

by showing that contemporary resources are not very suitable to

build accurate tools over historical data because of variations in

orthographic and grammatical rules, not to mention the fact that

the names of persons, organisations and places are signi�cantly

changing over time. For this reason, building historical resources is

essential for NER and EL systems to achieve good performances

over documents of historical nature. These resources are used either

as a learning base to train models or as a reference to evaluate these

models. Building multilingual resources for NER and EL is even
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more crucial since the linguistic characteristic of historical archives

is not as anglophone as it is in the current situation [17].

Extracting entities from historical collections faces two addi-

tional challenges compared to contemporary texts. On one hand,

historical data is noisy by nature as it is generated by optical charac-

ter recognition (OCR) engines from digitised images. On the other

hand, spelling conventions in historical texts have continuously ac-

quired signi�cant changes, in particular with named entities where

many of them vanished and/or have not corresponding mentions

in knowledge bases [24].

In this context, we built a multilingual resource based on di-

achronic historical newspaper material. This dataset identi�es and

categorises named entities in four languages: German, French,

Finnish, and Swedish. We perform a large-scale annotation of

scanned texts transcribed by OCR from several historical articles of

di�erent newspapers for each language. The annotations of named

entities are enriched by adding the corresponding Wikidata link

if available as well as the author’s stance. We also accomplish a

practical analysis of our dataset in multitask evaluations.

The remainder of this paper is organised as follows. In Section

2, we present and discuss a selection of existing datasets. Then, in

Section 3, a detailed description of our dataset is presented. A set of

state-of-the-art models to tackle named entity recognition, entity

linking and stance detection are described and evaluated in Section

4.Finally, Section 5 concludes this paper and hints at future work.

2 HISTORICAL DATASETS

Many previous works focused on building annotated corpora for

named entity recognition and linking. Most of them are either

monolingual [2, 11, 23] or domain-speci�c [1, 6, 22]. As we are in-

terested, by the news domain, which emerges as the best-resourced,

we describe in this section the main publicly available corpora

extracted from historical newspapers.

2.1 HIPE Dataset

The HIPE dataset was created by the organisers of the CLEF 2020

Evaluation Lab HIPE challenge [8]. It is composed of articles from

several Swiss, Luxembourgish, and American historical newspapers

from 1790 to 2010 [9]. More concisely, the German articles were

collected from 1790 to 1940, the French articles were extracted from

issues published from 1790 to 2010 while the English articles were

collected from 1790 to 1960. The corpus was manually annotated

by native speakers following the impresso guidelines [10], derived

from the Quaero annotation guide1 [21]. For German and French,

the HIPE dataset was divided into three sets for train, validation

and test while the English part was small-sized and divided to only

validation and test partitions. The tagset de�nes �ve named entity

types (persons, locations, organisations, human products and time)

and includes 23 �ne-grained subtypes.

2.2 Quaero Dataset

The Quaero Old Press Extended Named Entity corpus2 [20] is the

�rst corpus that aimed to support the task of historical NER for

French. The corpus is a very large annotated corpus composed of

1Quaero guidelines
2http://catalog.elra.info/en-us/repository/browse/ELRA-W0073/

issues of three French newspapers titles (Le Temps, La Croix and Le

Figaro) from the end of the 19Cℎ century. The corpus is annotated

over its OCR transcription with a character error rate of 94.9% and

a word error rate that exceeds 60%.

2.3 The Czech Dataset

The Czech Historical Named Entity Corpus (v1.0)3 [12] is extracted

from articles published in the second half of the 19Cℎ century. The

corpus is lemmatised and named entities are annotated using six

entity types (person, institutions, artefacts & objects, locations,

time and ambiguous entities). The annotation was manually carried

out by two native speaker annotators and only annotations in the

agreement were kept in its published version.

2.4 Europeana Dataset

Europeana NER corpora4 [16] is an annotated corpus derived from

the large Europeana newspaper collection5, composed of more than

1,000 digitised titles in over 40 di�erent languages, spanning from

17Cℎ to 20Cℎ century. The NER corpus comprises historical newspa-

pers in Dutch, French and German, containing essentially material

published in the 19Cℎ century. The Europeana NER corpora were

created by selecting pages with a minimum word-level accuracy of

80%. 100 pages were selected for French and Dutch while 200 pages

were selected for German in order to consider also newspaper pages

from Austria.

In this paper, we introduce the NewsEye dataset which, similarly

to the HIPE and Europeana datasets, performs multiple European

languages. However, unlike them, our dataset includes Finnish and

Swedish languages. Moreover, the German and French corpora are

extracted from historical newspapers di�erent from those used in

the HIPE and Europeana datasets. One more particularity to our

dataset is that it is also useful for StD tasks rather than only for

NER and/or EL. To the best to our knowledge, no StD gold standard

ever addressed historical material.

3 THE NEWSEYE DATASET

The NewsEye dataset is collected through the national library of

France (BnF6), Austria (ONB7) and Finland (NLF8). It comprises four

corpora: the French corpus is composed of items from digitised

archives of nine newspapers (i.e. L’Oeuvre, La Fronde, La Presse, Le

Matin, Marie-Claire,Ce soir, Marianne, Paris Soir and Regards) from

1854 to 1946. The German corpus contains articles extracted from

four newspapers (i.e.Arbeiter-Zeitung, ibn, krz and nfp) from 1864 to

1933. Finally, the Finnish and Swedish corpora, both comprise ar-

ticles from two newspapers Fraktur and Antique published between

1852 and 1918 for Finnish and from 1848 to 1918 for Swedish.

3http://chnec.kiv.zcu.cz/
4https://github.com/EuropeanaNewspapers/ner-corpora
5https://www.europeana.eu/de/collections/topic/18-newspapers
6https://www.bnf.fr
7https://www.onb.ac.at
8https://www.kansalliskirjasto.�
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Figure 1: Annotation process using Transkribus, zoom on a newspaper article (left), its OCR output provided by the Austrian

National Library (middle), and the annotation tool (right).

3.1 Annotation Guidelines

The guidelines are established to de�ne the named entity categories

that would match the needs of the di�erent types of NewsEye users,

for one hand and to keep synergies with the Swiss-Luxembourg

Impresso project, focused on building the CLEF-HIPE datasets (cf.

Section 2.1), on the other hand. We, therefore, built the annotation

guidelines in a concerted manner, and the NewsEye annotation

guidelines 9 actually started out as a branch of the Impresso guide-

lines 10 which are themselves derived from the Quaero annotation

guide 11 used for building the Quaero dataset (cf. 2.2). Having an-

notations compatible across corpora would be bene�cial for the

community at large and in particular for the corresponding projects

since datasets produced in one project could be used in the other

projects. We believe that using similar guidelines across resources

allow the community to take advantage of combined e�orts with a

signi�cant amount of compatible data, rather than from indepen-

dent and incompatible smaller collections.

Apart from a few �ne-grained variations, the main di�erence

with Impresso guidelines is that NewsEye guidelines focus on

named entity main types and ignore most of the subtypes de-

�ned in the Impresso guidelines. The only exception is the subtype

pers.articleauthor which is kept to recognise authors of newspaper

articles.

We consider a named entity the real-world object denoting a

unique individual with a proper name. We de�ne four main types

and one subtype of named entities in our dataset:

• person (PER): individual or group of persons;

– authors of articles (PER.articleauthor) which indicate au-

thors’ names or initials.

• location (LOC): address, territory with a geopolitical bor-

der such as city, country, region, continent, nation, state or

province;

9https://zenodo.org/record/4574199#.YD53r9zjKUk
10https://zenodo.org/record/3677171#.X8rwPLNCdPY
11http://www.quaero.org/media/�les/bibliographie/quaero-guide-annotation-
2011.pdf

• organisation (ORG): commercial, educational, entertainment,

government, media, medical-science, non-governmental, re-

ligious, sports;

• Human production (HumanProd): we only focus on media

products such as newspapers, magazines, broadcasts, etc.

As named entities can include one or more other named entities,

our guidelines allow annotating nested named entities with a limit

of depth one. Nested named entities are not considered in the EL

and StD annotations.

Once NER guidelines are established, we de�ned the guidelines

for entity linking and stance detection. The NER guidelines were

detailed with a lot of examples to de�ne named entities, their types

and their boundaries and to disambiguate all the di�cult cases that

can encounter the annotators, the guidelines for EL and StD were

a bit more straightforward. They only provide some explanations

about the annotation when more than one is plausible. For EL,

two ambiguous cases were explained: metonymy and iterations.

The metonymy consists in referring to an entity not by its own

name but rather a name of some other entity. The White House, for

instance, may refer to the location or to the US government and

only the context can de�ne which wikidata link should be assigned

to the named entity in play. For iterations, we consider that all the

occurrences of a named entitiy are not distinct (i.e. the 43=3 and

the 44Cℎ of the ACM SIGIR International Conference should refer to

ACM SIGIR International Conference).

For StD annotation, we provided some clari�cations to annota-

tors to specify the de�nition of a stance. As the task is new and not

many guidelines are established in the literature, we proposed some

suggestions and examples to distinguish between authors stances

and author feelings (i.e. a good (resp. bad) news about a named

entity does not necessarily mean that the stance with respect to

this named entity is positive (resp. negative)).

Once the guidelines were compiled, the Transkribus tool 12 is

adapted to allow named entity annotations and prepared datasets

12https://transkribus.eu/
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Table 1: Distribution of annotations according to the named entity types in the NewsEye dataset.

German 2
=3 group Finish 2

=3 group

IAA = 0.91 PER LOC ORG PROD Total IAA = 0.93 PER LOC ORG PROD Total
1
B
C
g
ro
u
p

PER 85 3 1 0 89

1
B
C
g
ro
u
p

PER 212 0 1 0 213

LOC 2 279 8 0 289 LOC 2 15 9 0 26

ORG 3 9 106 0 118 ORG 0 0 98 0 98

PROD 0 0 0 5 5 PROD 0 0 0 0 0

Total 90 291 115 5 501 Total 214 15 108 0 337

French 2
=3 group Swedish 2

=3 group

IAA = 0.90 PER LOC ORG PROD Total IAA = 0.83 PER LOC ORG PROD Total

1
B
C
g
ro
u
p

PER 303 0 0 0 303

1
B
C
g
ro
u
p

PER 126 1 4 0 131

LOC 2 82 12 0 96 LOC 0 15 2 0 17

ORG 6 0 33 0 39 ORG 1 2 7 0 10

PROD 0 0 1 7 8 PROD 0 0 0 5 5

Total 311 82 46 7 446 Total 127 18 13 5 163

to be annotated, following up on technicalities. Transkribus is de-

signed as a research infrastructure that enables users such as schol-

ars, librarians, archivists or researchers to carry out all steps of the

digitisation, text recognition and text augmentation work�ow on

their own. And this also includes the creation of training data no

matter if it is training for text, articles or named entities. As part of

the NewsEye project, the Transkribus platform was enhanced and

augmented with new features and tools for processing historical

newspapers. At the moment, over 50, 000 Transkribus users can

bene�t from this development.

The main enhancement with regard to named entities was the

possibility to export them in the IOB format. And there were also

some technical features added to fasten the annotation of named

entities, e.g. using short cuts for the di�erent categories or to assign

properties - as in the Wikidata links - for several named entities

at once with the help of a search table. After that, the annotators

were trained to ful�l the task in a reasonable time. For the inter-

annotator agreement (IAA), we used two di�erent collections with

restricted access so that no cheating was possible.

In order to evaluate the IAA for the NewsEye dataset, several

pages from each corpus have been annotated twice by two groups

of native speakers of the concerned language. We then compute the

IAA using the Kappa coe�cient introduced by Cohen [5]. Table 1

shows the IAA for the NewsEye dataset and describes the distribu-

tion of annotations between the two groups. For each named entity

type annotated by one group, we indicate how it was annotated by

the other group.

Table 1 shows a very satisfactory annotator agreement, with IAA

between 0.83 and 0.93 depending on the language dataset. This is

also shown with higher numbers in the diagonal cells for persons,

locations and slightly less for organisations. In a few cases, named

entities are associated with two di�erent types by the two groups.

This indicates that guidelines distinguish well the di�erent types of

named entities. The annotation process triggered many questions

from annotators, which created a virtuous circle or clari�cation of

the guidelines, de�ning rules for ambiguous cases and contributing

to improve the consistency of the annotations, and thus the quality

and the usefulness of the dataset.

As shown in Figure 2, the format used for annotation is CoNLL

where each word is annotated in a separate line. The TOKEN

is the word from the full text; the TAG is the NER category (i.e.

location and person in this example). The NESTED is annotated

when the named entity appears inside another one. The SUBTYPE

is limited to “author” when the named entity is a person. The

WikiData-ID and STANCE are the �elds respectively indicating

the link to Wikidata for NEL and the stance value towards the

concerned named entity. A �eld IsSpaceAfter is used speci�cally for

agglutinative languages (i.e. German) where sometimes only a part

of a token is considered as a named entity. In that case, annotators

split the NE part from the token and annotate them separately (in

two lines), in this case, “NoSpaceAfter” is used to notify that the

NE is a part of a token. The annotation follows the IOB scheme

where O is used to annotated all tokens that are not named entities.

B-label and I-label respectively indicate that the token is at the

beginning of an NE and inside it.

Figure 2: Sample of the NewsEye dataset.

3.2 Statistics

The dataset contains 30, 580 named entities with 6, 704 Wikidata

links. 214 positive stances and 167 negative are assigned to named

2021-04-14 09:27. Page 4 of 1–7.
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Table 2: Detailed description of the NewsEye dataset.

Tags Nested Subtypes Wiki-ID Stance

Neutral Negative Positive
G
er
m
an

Person 3,500 246 30 685 3,384 59 57

Location 5,904 544 – 610 5,840 15 49

Organisation 3,370 176 – 967 3,334 33 3

Human Production 44 2 – 17 43 0 1

Fr
en
ch

Person 5,639 51 112 1,272 5,602 9 28

Location 4,987 306 – 1,278 4,980 5 2

Organisation 1,615 209 – 306 1,606 5 4

Human Production 232 8 – 66 232 0 0

Fi
n
n
is
h

Person 950 21 20 161 903 24 23

Location 1,160 207 – 366 1,148 6 6

Organisation 317 41 – 62 310 2 5

Human Production 145 2 – 44 145 0 0

Sw
ed
is
h Person 1,064 13 18 312 1,027 5 32

Location 1,273 102 – 431 1,267 2 4

Organisation 184 21 – 45 182 2 0

Human Production 196 1 – 82 196 0 0

entities. All other entities are kept neutral with respect to the stance

as to this extent it was to be expected for newspapers. Moreover,

180 persons were identi�ed as authors of articles in this dataset.

The NewsEye dataset is segmented into sentences using the text-

to-sentence splitter13 which supports several European languages

among them we can �nd German, French, Finnish and Swedish.

Each corpus is split into ∼80% for training (train), ∼10% for valida-

tion (dev) and ∼10% for testing (test). The split strategy is made in

a way that each newspaper issue takes part in each set. In addition,

we have also taken care in our strategy to have well-distributed

named entities types in each set with particular attention to non-

frequent ones such as the HumanProduct (PROD) and the subtype

PER.author. At the same time, the split is performed so that positive

and negative stances, which are dominated by the neutral stance (cf.

Table 2), can be found in each partition with a reasonable balance.

Table 3 describes the distribution of named entity types for each

partition.

4 MODELS & EXPERIMENTS

The evaluation of the NER and EL is done in a coarse-grained

manner, with the entity (not token) as the unit of reference [14].

We compute precision (P), recall (R), and F1 measure (F1) at micro-

level, i.e. error types are considered over all documents. Due to

the signi�cant imbalance in a number of neutral and subjective

stances, the stance detection model can obtain very high F1-micro

by predicting all stances as neutral. Therefore, F1-macro is reported

instead of F1-micro in this task.

4.1 Named Entity Recognition

We based our NER model on the best performing model at the

CLEF 2020 Evaluation Lab HIPE challenge presented in [3, 4]. This

architecture has as basis the pre-trained model BERT proposed by

[7]. First, we use a pre-trained encoder, and second, we stack =

13https://github.com/mediacloud/sentence-splitter

Table 3: Statistical description of the NewsEye partitions.

Partition Tokens Entities PER LOC ORG PROD

G
er
m
an

Train 448,243 11,397 3,106 5,144 3,110 37

Dev 40,062 539 149 263 123 4

Test 39,451 882 245 497 137 3

Total 527,756 12,818 3,500 5,904 3,370 44

Fr
en
ch

Train 255,165 10,423 4,883 4,055 1,285 200

Dev 21,727 752 293 335 113 11

Test 30,458 1,298 463 597 217 21

Total 307,350 12,473 5,639 4,987 1,615 232

Fi
n
n
is
h Train 48,222 2,146 782 979 259 126

Dev 6,350 223 77 97 37 12

Test 4,704 203 91 84 21 7

Total 59,276 2,572 950 1,160 317 145

Sw
ed
is
h Train 56,306 2140 838 985 153 164

Dev 6,906 266 84 148 17 17

Test 6,986 311 142 140 14 15

Total 70,198 2,717 1,064 1,273 184 196

Transformer blocks on top, �nalised with a conditional random

�eld (CRF) prediction layer. A Transformer block (encoder), as

proposed in [25], is a deep learning architecture based on multi-

head attention. We refer to this model as BERT+=×Transformer

where = is a parameter referring to the number of Transformer

layers.14. Table 4 shows the performance of the NER models for all

languages on the test datasets.

The additional Transformer layers proved that they can alleviate

the sensitivity of the model towards out-of-vocabulary (OOV), OCR

errors, or misspellings, and contributed to the learning or �nding

the proper informative words around entities [3].

14In our experiments, we have di�erent values for = depending on their performance
on the development set.
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Table 4: Results on NewsEye v1.0 with the best performing

system BERT-2XTransformer-CRF for German and Swedish,

and BERT-1XTransformer-CRF for French and Finnish.

Language Precision Recall F1-micro

German 0.656 0.382 0.483

Finnish 0.785 0.770 0.777

French 0.750 0.706 0.727

Swedish 0.810 0.820 0.815

4.2 Entity Linking

The disambiguation of entities in historical documents is a chal-

lenge because these documents contain OCR errors, spelling vari-

ations (language changes of old documents), and multilingualism

(words in di�erent languages). In order to overcome these prob-

lems, we utilised the multilingual end-to-end entity linking (MEL)

models described in [18] to process historical documents and dis-

ambiguate entities in Finnish, French, German, and Swedish. This

system achieved the best results in terms of EL in the CLEF 2020

Evaluation Lab HIPE challenge [8]. To minimise the impact of his-

torical documents on EL task, this system is composed of modules

to overcome problems related to multilingualism and OCR errors.

The combination of probability tables of several languages provided

di�erent surface names for an entity in di�erent languages.

Table 5 shows the performance of EL models for all languages on

the test datasets. Compared to contemporary datasets (e.g. AIDA-

CONLL dataset), EL systems achieved around 94-95 points in preci-

sion [15]. This gap in the performance shows how historical data

still a challenge for the EL task. The development of tools adapted

to historical data (training data for deep learning and tools to min-

imise the OCR errors and language changes) can contribute to the

improvement of EL systems.

Table 5: Results on NewsEye v1.0 with the best performing

system for the entity linking task.

Language Precision Recall F1-micro

German 0.725 0.472 0.571

Finnish 0.891 0.353 0.506

French 0.750 0.536 0.625

Swedish 0.750 0.436 0.552

4.3 Stance Detection

The BERT-based models [7] showed an ability to process historical

OCRed data extracted from newspaper articles in many NLP tasks.

We consider the stance analysis toward given named entities as

a sequence pair classi�cation task. The �rst sequence is the body

text, the second one is the given named entity, and the class label

consists of positive, negative or neutral values.

Table 6: Results on NewsEye v1.0 with the best performing

system for the stance detection task.

Language Precision Recall F1-macro

German 0.637 0.549 0.579

Finnish 0.434 0.497 0.460

French 0.332 0.331 0.331

Swedish 0.327 0.333 0.330

Similar to other �ne-tuned models, the two sequences are to-

kenised by WordPiece [26] or SentencePiece [13]. Next, they are

packed together into a single pair of sequences along with spe-

cial classi�cation tokens (i.e. [CLS] at the beginning and [SEP] at

the end of each sequence). In addition, our approach randomly

removes some neutral stances from the training data for alleviat-

ing the impact of imbalanced class distribution. Table 6 shows the

performance of the stance detection models for all languages on

the test datasets.

5 CONCLUSIONS AND FUTUREWORK

In this paper, we introduced the NewsEye dataset v. 1.0, a multi-

lingual collection of annotated texts for historical named entity

recognition, entity linking and stance detection which is made pub-

licly available for research purposes15. The NewsEye collection is

extracted from several old press dispatches from di�erent newspa-

pers published from the middle of the 19Cℎ century to the middle

of the 20Cℎ century and includes four European languages: French,

German, Finnish, and Swedish.

The annotation guidelines de�ne four named entity types: per-

son, location, organisation and human product, and it is enriched

withWikidata links and authors’ stances. The full annotation guide-

lines16 are also uploaded and made available for the research com-

munity. The annotation reaches high inter-annotator agreements

exceeding 0.8 Cohen’s kappa for Swedish and 0.9 for German,

French and Swedish. We presented our most performing models

along with the experimental results for establishing the baselines

for all three tasks.

As future work, we plan to integrate more textual material, to

release additional annotations. We also plan to detail more the

guidelines with respect to entity linking and stance detection which

are being limited to give explanations and suggestions.
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