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 With the abundance of Internet and electronic devices bullying has moved its place from 

schools and backyards into cyberspace; to be now known as Cyberbullying. Cyberbullying 

is affecting a lot of children around the world, especially Arab countries. Thus, concerns 

from cyberbullying are rising. A lot of research is ongoing with the purpose of diminishing 

cyberbullying. The current research efforts are focused around detection and mitigation of 

cyberbullying. Previously, researches dealt with the psychological effects of cyberbullying 

on the victim and the predator. A lot of research work proposed solutions for detecting 

cyberbullying in English language and a few more languages, but none till now covered 

cyberbullying in Arabic language. Several techniques contribute in cyberbullying detection, 

mainly Machine Learning (ML) and Natural Language Processing (NLP). This journal ex-

tends on a previous paper to elaborate on a solution for detecting and stopping cyberbul-

lying. It first presents a thorough survey for the previous work done in cyberbullying detec-

tion. Then a solution that focuses on detecting cyberbullying in Arabic content is displayed 

and assessed. 
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1. Introduction 

As stated in the Abstract, this work is an extension to the au-

thor’s previous work [1] which was published in the EMS2016 

conference.  

Children and teens were exposed to physical bullying before 

the abundance of internet, computers and handheld devices. Now-

adays, bullying is performed using cyber technology. Around 50% 

of the youth of America are suffering from cyberbullying [2]. As 

for the Arab world: 20.9% of middle-school adolescents report 

bullying in UAE, 31.9% in Morocco, 33.6% in Lebanon, 39.1% 

in Oman and 44.2% in Jordan [3].  

Awareness of cyberbullying is rising in the Arab world. Arab 

News [4] declares that they heard of numerous cyberbullying in-

cidents in Saudi Arabia. One of the rare reports [5] on cyberbul-

lying states that 60% of Gulf Countries’ youth openly admit the 

presence of cyberbullying amongst their peers. This study also 

states that only quarter the predators online do bully their victims 

offline. Which means that internet have encouraged three quarters 

of the predators to bully others, while they wouldn’t have consid-

ered bullying face to face. 

Most of the previous research dealing with cyberbullying fo-

cused on the effects of cyberbullying. It was concerned with help-

ing the victims after cyberbullying attacks, mainly from the psy-

chological aspect. Less work was directed towards implementing 

technical methods to detect and stop an ongoing cyberbullying at-

tack, or even to prevent cyberbullying attacks while or before they 

happen [6] 

After the Introduction, this paper furnishes a background that 

covers the technologies underlying cyberbullying detection in 

Section 2. Then in section 3 presents a survey of all existing liter-

ature in both cyberbullying detection and multilingual techniques. 

It concludes at the end of section 3 that there is no work done on 

detecting cyberbullying attacks in Arabic language. Therefore, in 

section 4 a system for cyberbullying detection in Arabic content 

is proposed. This system is designed for preventing cyberbullying 

attacks, by detecting and stopping them. It uses Natural Language 

Processing (NLP) to identify and process Arabic words. Then Ma-

chine Learning (ML) techniques are used to classify bullying con-

tent. In section 5 the results obtained from the system are dis-

played and analyzed. Conclusions and future works are finally 

stated in section 6. 

2. Background 

2.1. Cyberbullying 

Cyberbullying is defined as the use of Internet, cell phones, 

video game systems, or other technologies to send or post text or 
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images intended to hurt or embarrass another person or group of 

people [7]. Some examples of cyberbullying include sending 

mean or threatening messages, tricking someone into revealing 

personal or embarrassing information and sending it to others, 

sending or forwarding private messages to others, sharing explicit 

pictures with others without consent, starting rumors via text mes-

sage or online or creating fake online profiles on websites such as 

Facebook, Myspace, Twitter, etc. to make fun of people [7]. There 

are several categories of cyberbullying as stated by [8] and [9] : 

• Flaming: starting a form of online fight. 

• Masquerade: where there is a bully pretending to be 

someone else, in order to perform malicious intents.  

• Denigration: sending or posting gossip to ruin someone’s 

reputation. 

• Impersonation: Pretending to be someone else and sending 

or posting material to get that person in trouble or danger 

or to damage that person’s reputation or friendships. 

• Harassment: Repeatedly sending profane and cruel 

messages. 

• Outing: Publishing someone’s embarrassing information, 

images or secrets. 

• Trickery: Talking someone into revealing secrets or 

embarrassing information for the sake of sharing it online. 

• Exclusion: Intentionally and cruelly excluding someone 

from an online group. 

• Cyberstalking: Repeated, intense harassment and 

denigration that includes threats or creates significant fear. 

Bullying and cyberbullying leave mental and physical effects 

on both the bully (predator) and the victim. Cyberbullying is more 

severe than physical bullying due to the fact that it is wider, public, 

and the victim has nowhere to escape. Victims of cyberbullying 

reported emotional, concentration, and behavioral issues, as well 

as trouble getting along with their peers. These victims were more 

likely to report frequent headaches, recurrent stomach pain, and 

difficulty sleeping. One out of four students revealed that they felt 

unsafe at school. They were also more likely to be hyperactive, 

have conduct problems, abuse alcohol, and smoke cigarettes [10]. 

As stated previously, cyberbullying detection systems mainly 

use Machine Learning and Natural Language Processing tech-

niques in the course of detection. Thus before dwelling in the pre-

vious literature in the area of cyberbullying detection, a thorough 

background for ML, NLP and other techniques collaborating in the 

process of cyberbullying detection is displayed. 

2.2. Machine Learning  

Machine Learning (ML) is defined as the ability of a computer 

to teach itself how to take a decision using available data and ex-

periences [11]. Available Data is known as Training Data. Deci-

sions to be taken in ML might be a classification or prediction for 

new objects or data. The computer classifies a new piece of data 

by depending on learning algorithms. When the training data is la-

beled, i.e. classified by human experts, the algorithms depending 

on these labeled data are called Supervised Learning algorithms 

[12].  

In cyberbullying detection, there could be a corpus of data 

manually labeled (or classified) by people as either containing 

harm or not, as described in Section 3. When the training data is 

unlabeled, the algorithms depending on these non-labeled data are 

called Unsupervised Learning algorithms [12]. They teach them-

selves how to classify the data based on similarities and differences 

between data. When both supervised and unsupervised learnings 

are combined together by using labeled and unlabeled data, to get 

the most out of both ways, the algorithm is known as Semi-super-

vised Learning algorithm [12]. 

When ML is used to classify a certain object as belonging or 

not belonging to a certain category, the machine learner is called 

Binary Classifier [13]; for example in spam email filtering, ML 

algorithms are used to take decisions against incoming emails and 

label them as either spam or not spam. A second type is when the 

task given to the classifier, is to match a certain object against sev-

eral classes or categories, then it is called Multi-Class Classifier. A 

third type might be predicting a value for an object and is called 

Regression, i.e. predicting a priority level for an incoming email. 

There are several ML algorithms available, from which the 

most frequently used in relevance to the scope of research of this 

paper will be mentioned. 

• Naive Bayes: A probabilistic supervised learning method 

[14] that mainly calculates the probability of an item 

belonging to a certain class, depending on metrics obtained 

from training data. Naïve Bayes algorithm was used in 

some cyberbullying detection research, such as in [15] and 

[14]. It was used for sexual predation detection. 

• Nearest Neighbor Estimators: A simple estimator [16] that 

uses distance between data instances, in order to map a 

certain instance to its closest distance neighbor, thus 

estimating the class of this instance, this algorithm was 

used in [17] and [18]. 

• Support Vector Machine (SVM): Also a supervised 

algorithm. SVM is a binary classifier that assumes a clear 

distinction between data samples. It tries to find an optimal 

hyper plane that maximizes the margin between the classes 

[12]. SVM was used in many cyberbullying detection 

systems [19] , [20]. 

• Decision Tree: Decision tree learners use a set of labeled 

data, thus they are supervised learners. Decision trees 

classify data using a command and conquer approach. The 

Trees compose of leaves and arcs. Each leaf of the tree 

represents a classification class and each arc represents a 

feature inspected from training data [21]. The C4.5 

algorithm is an implementation of decision trees. It was 

employed in cyberbullying detection by [22] and [17]. 

ML algorithms are widely incorporated in cyberbullying 

detection systems as seen in Section III, due to the huge amount of 
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data incorporated in social networking platforms, which makes it 

hard to be processed by human power, thus comes the need for a 

machine learner. 

2.3. Natural Language Processing  

Natural Language Processing (NLP) is the collection of tech-

niques employed to make computers capable of understanding the 

natural unprocessed language spoken between humans by extract-

ing grammatical structure and meaning from input [23]. 

NLP is a common branch of all of Linguistics, Artificial Intel-

ligence and Computer Science [24]. NLP research started with 

Machine Translation in the late 1940s [25]. Then it spread to other 

areas of application, such as information retrieval, text summari-

zation, question answering, information extraction, topic model-

ing, opinion mining [26], optical character recognition, finding 

words boundary, word sense disambiguation, and speech recogni-

tion [24]. 

According to Chandhana [27], NLP can be divided into three 

areas; Acoustic – Phonetic: where acoustic knowledge studies 

rhythm and intonation of language; i.e. how to form phonemes, 

the smallest unit of sounds. Phonemes and phones are aggregated 

into word sounds. Phonetic knowledge relates sounds to the words 

we recognize. Morphological – Syntactic: Morphology is lexical 

knowledge which studies sub words (morphemes) that would 

form a word. Syntactic knowledge studies the structural roles of 

words or collection of words to form correct sentences. Semantic 

- Pragmatic: Semantic knowledge deals with the meaning of 

words and sentences, while pragmatic knowledge deals with de-

riving sentence meanings from the outside world or outside the 

content of the document [28]. 

2.4. Sentiment Analysis 

Sentiment analysis is a textual analysis technique. Sentiment 

analysis is used to define the polarity, subjectivity or features of a 

certain text. By polarity we mean defining whether a certain con-

tent is positive, negative or neutral [29]. Both Machine Learning 

and Natural Language Processing techniques are incorporated in 

Sentiment Analysis. 

Sentiment analysis is currently used in detecting the opinions 

of social media users. Opinions are studied in several areas such 

as marketing and politics 

2.5. Common Sense Reasoning/Sentic Computing 

Common sense is the knowledge (usually acquired in early 

stages of life) concerning social, political, economic and environ-

mental aspects of the society we live in. Common sense usually 

varies among different cultures and is built from layers of learning 

experiments we acquire throughout life [30]. 

Computers do not have common sense reasoning by nature, 

but there is a research field, known by Sentic Computing [31], that 

aims towards transforming computers into machines that could 

feel. This field of research is a multidisciplinary approach to opin-

ion mining and sentiment analysis, which uses common sense rea-

soning and web semantics in order to inspect the emotions, not 

just the opinions from certain text. The term ‘Sentic’ derives from 

the Latin ‘Sentire’, the root of words like sentiment and sensations. 

2.6. Performance Measures 

Some evaluation metrics were adapted in Information Re-

trieval (IR) and then extended to other fields of computer science 

such as ML. These evaluation metrics are used as measures for 

the performance of IR and ML systems. The most widely used 

metrics are Recall, Precision, Area under the ROC and F-Measure. 

• Recall is the proportion of returned documents (or values) 
which are relevant (or correct) 𝑅𝑅𝑅𝑅 ∩ 𝑅𝑅𝑅𝑅 [32] out of all relevant 
documents returned and not returned [33]. The metric is also 
known as Sensitivity of a system.  

 R=(Rl∩Rt)/Rl (1) 

• Precision is the proportion of returned documents (or values) 
which are relevant (or correct) Rl∩Rt [32]. The metric is also 
known as Accuracy of a system. 

 𝑃𝑃 = (𝑅𝑅𝑅𝑅 ∩ 𝑅𝑅𝑅𝑅)/Rt (2) 

• F-Measure, proposed by van Rijsbergen in 1979, is a weighted 
harmonic mean of precision and recall. It is a combination 
between Recall and Precision metrics, which was introduced 
to overcome the negative correlation between Precision and 
Recall [34]. 

 Fβ=�1+β2�PR/(β2
P+R) (3) 

• F1 is a special case of F- measure with β =1. β Is a parameter 
to control the balance between Recall and Precision where 
0≤ β ≤∞. When β is set to 0, it implies giving no importance 
to recall, when β tends to ∞ then no importance is given to 
precision, and when β = 1 then Recall and Precision will be 
given equal importance [35]. 

 F1= 2PR/(P+R) (4) 

P: Precision 

R: Recall  

Rt: Returned documents 

Rl: Relevant documents 

• ROC (Receiver Operating Characteristics) graph [36] –or 

area- is an analysis technique which had been used originally 

in medical diagnosis, to be later adopted in Machine Learning 

evaluation. ROC depicts the tradeoff between True Positive 

and False Negative rates. ROC areas are categorized roughly 

according to the values: 

0.9-1 = excellent (A) 

0.8-0.9 = good (B) 

0.7-0.8 = fair (C) 

0.6-0.7 = poor (D) 

0.5-0.6 = fail (F) 

3. Previous Work 

As stated previously, the research efforts in cyberbullying cov-

ered several areas, including the detection of online bullying when 

it occurs; reporting it to law enforcement agencies, Internet service 

providers and others for the purpose of prevention and awareness; 
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and identifying predators with their victims. No effort was directed 

towards detecting cyberbullying in Arabic language. This section 

focuses on the previous work done in the areas of cyberbullying 

detection, ML, feature extraction and cross language transliteration 

and translation since those are the main techniques used in the im-

plementation of cyberbullying detection systems. 

3.1 Cyberbullying Detection 

Most of the research done in detecting cyberbullying consti-

tuted of either a filtration software or ML techniques. A filtration 

software has to be employed by social networking platforms, in 

order to automatically delete or shade profane words [37] [38] 

[39]; but the filtration method is first limited by its inability for 

detecting subtle language harassment and second it has to be man-

ually installed [40].  

Most work other than filtration methods employs ML tech-

niques, where old corpora of comments or conversations is 

crawled, whether from Facebook, Twitter, Formspring (a plat-

form similar to Facebook, popular between teens) or even real 

conversations of sexual attackers [41]. These corpora are used to 

feed ML algorithms responsible for detecting cyberbullying at-

tacks by building a classification rule from the training set. The 

obtained classification rule classifies the testing set comments. 

Such work was done in [22] where the authors crawled data from 

Formspring and used the Amazons Mechanical Turk [42] for la-

belling comments. Then they used the learning methods from the 

Waikato Environment for Knowledge Analysis (WEKA) toolkit 

[43] to teach and test the model for classifying comments. 

The problem of detecting subtle language cyberbullying at-

tacks was tackled by Dinakar et al [6]. They depended on com-

monsense reasoning in the detection of cyberbullying content. As 

an example of the commonsense they used: they considered com-

ments of wearing makeup when subjected on Males might indi-

cate the presence of harassment. They built their datasets from 

both YouTube and Formspring for both training and testing. They 

used NB, JRip, J48 and SVM for text classifications. For feature 

sets they used general features, such as a list of unigrams or pro-

fane words, tf-idf weighting scheme, Ortony Lexicon for negative 

affect, Part-of-speech tags for commonly occurring bigrams, and 

Label Specific Features including frequently used forms of verbal 

abuse.  

The weighting scheme tf-idf is the product of term frequency 

and the inverse document frequency in the dataset. It involves 

multiplying term frequency (tf), that represents the number of 

times a term occurs in a document, by inverse document fre-

quency (idf), which varies inversely with the number of docu-

ments to which a word is assigned [44]. 

Nahar, Li and Pang [40] employed the tf-idf weighting scheme 

for building features. In addition they built a network composing 

of bullies and their victims. The network was used to rank the 

most active predator and its target. In [45] Dinakar et al. stated 

that detecting profane language cyberbullying is easier than de-

tecting sarcasm and subtle language attacks. Chayan and Shylaja 

of [46] enhanced the performance of the cyberbullying detection 

model by 4%, through looking for comments directed towards 

peers by using Supervised ML and Logical Regression models. 

However they didn’t detect sarcasm comments. Dadvar et al. [47] 

state that incorporating user context such as the user’s history as 

a feature for training the cyberbullying detection model increases 

accuracy of classification; however they didn’t include sarcasm 

detection in their system.  

SVM was also used by Yin et al. [48] for classifying posts as 

containing harassment or not. They used documents from CAW 2 

dataset, which included posts from Kongregate, Slashdot and 

Myspace. For feature selection they incorporated several features;  

• Local features, they used tf-idf.  

• Sentiment features, such as 1- grams, 2- grams and 3- grams, 

and they also captured second pronouns.  

• Contextual features in which they studied both the similarity 

of a post to other neighboring posts and the cluster of posts 

neighboring around a certain harassment post.  

Capturing sentiment features only didn’t perform well so they 

compared the performance of their system by mixing features. Tf-

idf performed better than n-grams and foul words, however, com-

bining tf-idf with contextual and sentiment features achieved an 

additional enhancement in results in Precision, Recall and F1-

measure. A similar work was done by Dadvar et al. [47], who built 

their feature space from Content-based, User based and Context 

based features. They also proved that incorporating contextual 

features such as gender information from the user’s profile en-

hances cyberbullying detection. 

Other research efforts were focused around social network 

profiles, such as [17]. They presented a methodology to detect and 

associate fake profiles on Twitter social networks to real users. 

This system had been capable of linking the owners of a fake ac-

count on Twitter to a real account for one or more students in a 

school class; this was a case of a real cyberbullying incident. The 

system was devised by collecting features from tweets then ana-

lyzing the features using various supervised ML techniques in-

cluded in WEKA. Afterwards the performance among these tech-

niques was compared on True Positive Ratio (TPR), False Posi-

tive Ratio (FPR) and Area Under ROC Curve (AUC). Bayzick, 

Kontostathis and Edwards [49] proposed the BULLYTRACER 

software which detects cyberbullying in chat rooms 58.63% of the 

time.  

Chen et al. [50] proposed a new model for detection which 

they named as the Lexical Syntactic Feature-based (LSF) model; 

it achieved a precision of 98.24% and recall of 94.34%. Their 

model calculated both a post and a user’s offensiveness depending 

on the ratio of offense appearing in a user’s posts. This model de-

tects “strong profanity” in online posts by using lexical analysis 

methods such as Bag of Words; and subtle language harassment 

to which the authors referred as “weak profanity”. Then the model 

uses semantic analysis and NLP techniques to analyze the context 

of sentences by studying the grammatical relations among words. 

This research was an extension to the work presented in [51] for 

cyberbullying posts filtration.  

Most of the research in cyberbullying did not give importance 

for the distinction between cyberbullying and cyberagression, but 
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for Hosseinmardi et al. [52]. They proposed a definition for cyber-

bullying which is the repetition of harmful actions using elec-

tronic devices over a certain period of time. They stated that most 

of the work previously done in detecting cyberbullying was actu-

ally focusing on detecting cyberagression. They define 

cyberagression as a single instance of harmful action that if re-

peated over time would be considered as cyberbullying. They also 

demonstrated that a Linear SVM classifier can significantly im-
prove the accuracy of identifying cyberbullying to 87%. In addi-

tion they incorporated using features other than text such as im-

ages for better detection of cyberbullying.  

Another study on cyber aggression was done by Nakano et al 

[53]. They analyzed anonymous and non-anonymous questions 

and answers from ask.fm. Their study shows that anonymous 

questions tend to be more aggressive than non-anonymous ones. 

They also showed that replies to anonymous questions tend to be 

less aggressive than replies to questions from known profiles. 

Potha and Maragoudakis [54] stressed on a window of time in 

order to study the textual patterns of previous conversations in or-

der of predicting the upcoming actions of a predator. They incor-

porated time series modelling in their research in addition to SVM 

for features selection. SVD (Singular Value Decomposition) [55] 

was used for feature reduction and DTW (Dynamic Time Warp-

ing) [56] for matching time series collections. 

Fuzzy Logic and Genetic algorithms were also used in cyber-

bullying detection [57], where a new system was proposed using 

those two methods. This system’s performance was compared 

across precision, recall and F1 measures. The system achieved 

better in Accuracy, F1-measure and Recall than previous fuzzy 

classification methods with 0.87, 0.91 and 0.98 respectively. 

3.2 Arabic Language 

Work related to Arabic language is scarce due to the complex 

morphological nature of Arabic. Arabic language is used by 

around 300 million Arabs around the world, mainly Muslims. It 

is a script language which is read and written from right to left and 

it constitutes of an alphabet of 28 letters. Vowels in Arabic are 

represented by special punctuation marks called Diacritics [58]. 

There are three variations for Arabic languages going on together. 

The Classical Arabic which is the language of the Islamic manu-

scripts -such as the Quran and prayers- and Arab people until Mid-

20th century. The Modern Standard Arabic (MSA) which is the 

formal language used nowadays in schools and news, and it is 

known by all Arabs. Finally comes the dialects, which are accents 

for the Arabic language, usually used informally between people. 

There are around 10 dialects, one for every country - or group of 

countries [59], [60]. Arabic dialects imply a difference in mean-

ings of words between different countries. We might find some 

words that are considered profane in one country, while good or 

ordinary in others, for example the word “Yetqalash” in Yemen is 

a compliment while in Morocco it is an offensive word [61]. 

Arabic language is a challenging and complex language due 

to its nature, where Arabic words do not include capitalization 

[60]. The morphologic nature of Arabic inflicts a lot of ambiguity, 

and the Arabic corpus is very scarce. Arabic language is ranked 

the 7th around the world, and its use over internet is growing 

vastly [59], thus arose the research interest in Arabic language 

fields. 

An extensive search was performed on available articles and 

publications and no previous work for cyberbullying detection in 

Arabic language texts and comments was found. But some papers 

in the fields of ML and NLP were found. The previous work done 

in Arabic deals with text preprocessing or text classification. 

Ghaleb Ali and Omar [62], proposed a key phrase extraction 

method that combines several key phrase extraction methods with 

ML algorithms. The output from the key phrase extraction meth-

ods is used as features to the ML algorithms. The ML algorithm 

in turn classifies the feature as either a key phrase or not. They 

compared their results by using three ML algorithms: Linear Lo-

gistic Regression [63], SVM and Linear Discriminant Analysis 

[64]. They have proved that SVM gives the best results in key 

phrases extraction among the three algorithms. 

Some work had been done in Arabic named entity extraction, 

such as Named Entity Recognition for Arabic (NERA) [65] to 

identify proper names in Arabic documents. NERA used a white-

list of named entities and corpora compiled from various sources; 

its performance was measured across recall, precision and F1. The 

results were satisfactory; 86.3% 89.2% 87.7% respectively for 

person named entities. 

Filtering for spam emails written in Arabic and English was 

done by El-Halees [66] on pure English, pure Arabic and mixed 

collections of emails. Several ML techniques were used, includ-

ing SVM, NB, k-Nearest Neighbor (k-NN) [67] and Neural Net-

works. The performance of the system was measured across all 

three variations and SVM was proved to be best in pure English 

environment. The system performed less on pure Arabic emails, 

due to the inflictive nature of Arabic Language. The authors also 

proved that stemming Arabic words enhances the performance of 

the classifiers, where NB performed best with 96.78% Recall and 

92.42% F1-measure. 

Other than emails there are also attempts for detecting spam 

in social networks, such as Twitter. Such work was done by El-

Mawass and Alaboodi in [68]. They elaborated a system to detect 

spam in Arabic tweets. Their system achieved significant accu-

racy, precision and recall measures. 

Sentiment analysis is one of the text classification categories. 

Sentiment analysis classifies a certain text as positive, negative or 

neutral [69]. Sentiment analysis was done by Hamouda [70] on 

Facebook comments written in Arabic. They built a corpora from 

6000 comments sampled from Facebook, preprocessed this cor-

pora, and then applied classifications to determine the sentiment 

behind the comment. Three classifiers were used: SVM, NB and 

Decision trees. The best performance was achieved by SVM with 

73.4% accuracy. Another attempt for sentiment analysis was done 

in [71] for Arabic Tweets, their special contribution was in han-

dling Arabizi and dialects. They incorporated NB, SVM and k-

NN for classification and the best accuracy was approached by 

NB.  

In [72], Duwairi detected sentiments from dialectical Arabic 

texts. Two methods were applied for detection. First, by translat-

ing dialectical words into MSA, then detecting according to MSA 
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lexicon. Second method was by detecting dialectical lexicon. NB 

and SVM classifiers were used to detect both negative and posi-

tive polarities. The results obtained showed improvement in Pre-

cision, Recall and F-measure upon translating into MSA. 

Sentiment analysis was applied on Arabizi also by Duwairi et 

al [69]. In their system they first converted Arabizi text into Ara-

bic by using their own rule based method. They labeled their data 

using their crowdsourcing tool [71] and then applied SVM and 

NB for classification. A comparison between SVM and NB 

showed that SVM outperformed NB. However better results were 

achieved when they first eliminated neutral entries from the da-

taset. 

Arabic tweets in Saudi Arabia were analyzed by Alhumoud, 

Albuhairi and Altuwaijri [73]. They analyzed the tweets using a 

hybrid approach. Their hybrid approach composed of building a 

classifier and training it using a one-word dictionary. They com-

pared the results obtained from both their hybrid approach and the 

supervised learning approach. Two classifiers were used from 

WEKA, NB and SVM. Their results showed the outperformance 

of the hybrid approach. 

A significant research effort was done on stemming for Arabic 

language. Stemming is a text preprocessing technique. In stem-

ming words are truncated to obtain their roots [74]. Several stem-

mers for Arabic are available, including rule-based stemmers such 

as Khoja’s [75] and light stemmers. Light stemmers blindly re-

move letters from words –affixes and suffices – without prior 

knowledge of roots [76]. Stemmers are either monolingual or mul-

tilingual. Gadri and Moussaoui [77] elaborated a multilingual 

stemmer. Their stemmer is Language independent and it used the 

n-gram technique. This stemmer segments words into bigrams, 

then statistical measures are used to reach the best root. This stem-

mer was tested against English, French and Arabic. The best suc-

cess rate (94%) was achieved in small Arabic Datasets. In large 

datasets, the best results were for English (86, 50%) and the worst 

for Arabic (67, 66%). 

4. Proposed System 

As stated previously, one of the purposes of this journal is pre-

senting a solution for the problem of cyberbullying in both Eng-

lish and Arabic languages. As seen in the previous section, there 

is some work done for detection in English, but none in Arabic 

Language. Proving the hypothesis that Arabic cyberbullying can 

be detected was a challenge. Thus in the first stage of the system 

the focus was on detecting cyberbullying in Arabic language. 

Since the proposed system employs ML, a dataset had to be 

prepared to be used for training and testing the system. Two 

toolkits were tested for ML, Dataiku DSS and WEKA. The deci-

sion was to use WEKA toolkit because it supports Arabic lan-

guage. 

4.1 Data Preparation 

In order to train and test the system, a huge amount of data had 

to be obtained. Thus, the choice was to scrap data from both Fa-

cebook and Twitter. This choice was inflicted by the fact that 

those two social media portals are the most widely used by the  

 

Arab nation, especially Arab youth. 

For the data acquirement phase two custom tools were built. 

Those tools were implemented to scrap data from social networks, 

one for Facebook and the latter for Twitter. Twitter Scrapper was 

written using PHP while Facebook scrapper incorporated python. 

Both scrappers connected to a mongo dB server, where all down-

loaded tweets and messages were stored. 

In the process of getting the data from Twitter, the Twitter 

Scrapper searches for Tweets according to a given location and 

perimeter. A huge database was accumulated using this tool. In 

order to get the tweets from the Arab countries we focused on the 

center of the Middle East Region as a location, and selected an 

area of 10,000 kilometers radius in each run. Thus the tweets were 

collected from Lebanon, Syria, Gulf Area and Egypt mainly. The 

size of the tweets database summed up to 4.93 GB. 

Collecting Facebook data was harder, due to the restrictions 

imposed by Facebook security and privacy measures. In Facebook 

the data source had to be specified beforehand. It is specified by 

page IDs. The aim was for pages of public figures and news 

agency, since those pages include more discussions and interac-

tions between Facebook users. The tool had to be run many times 

to get data. Each run required that the Facebook Page ID is speci-

fied to collect the data from it. Many requests were blocked due to 

privacy measures on the targeted pages. The Facebook database 

reached 0.98GB of size, thus the decision was to keep Facebook 

data for validating the system in a later stage and use the tweets dB 

for training and testing the system at the current stage. 

4.2 Data Labelling and Preprocessing 

Before the system training phase, the obtained data had to be 

cleaned and preprocessed. WEKA was used for this purpose as 

mentioned above. For the system in hand, version 3.9.1 of WEKA 

was used since it contains specific packages that will be men-

tioned later.  

The only features included in the first stage were text (the con-

tent of the tweet) and language. Several languages were observed 

in the database, mostly Arabic, English and Turkish. All the 

tweets of languages other than English and Arabic were discarded. 

The remaining tweets were separated into two datasets, one hav-

ing only tweets in Arabic language and the latter English. The da-

taset with only Arabic language was denoted by ArabicTweets. 

This Dataset contained 35273 unique tweets after removing all 

duplicates. While the English Dataset contained 91431 tweets.  

Due to the sensitivity of Arabic language and to ensure the 

correct labelling of sarcastic cyberbullying content, Arabic tweets 

were labelled manually by adding an extra attribute to the dataset, 

which is the “bullying”. This attribute was assigned to be the class 

attribute, where labelling will take place and it will be used by 

WEKA to evaluate the performance of the system. The values of 

bullying instances are either “yes” or “no”. “Yes” is when the 

tweet contains cyberbullying and “no” otherwise. The server used 

to preprocess the datasets was a 3.5 GHz CPU and 32GB RAM’s 

windows 10 virtual machine.  
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4.3 System Training and Testing 

Training and classification procedures were done several 

times for the purpose of reaching the best results. Two models 

were chosen in the first stage, Naïve Bayes and SVM. Those two 

models were chosen based on analysis of the previous work done 

in the field of ML. Researchers reached a conclusion that those 

are the best two algorithms for text classifications – as mention in 

section 2 [54, 57, 59, and 61]. In the first model the system was 

trained using Naïve Bayes and promising results were achieved. 

The precision was 90.8514 % for the overall system. However this 

precision is somehow tricky. The dataset contained only 2196 bul-

lying content out of the total 35273. Thus even if in the worst case 

the system classifies all the tweets as not bullying then it will be 

still achieving a high precision. Hence the analysis of the perfor-

mance was shifted towards the actual cyberbullying content 

which was detected (or in other words classified as “yes”). The 

system in the first run was capable of detecting 801 out of 2196 

actual bullying instances (or tweets) which is a good result and it 

proves the aim of the paper: Cyberbullying in Arabic is detectable! 

In training the second model; the AffectiveTweets package 

was used [78] and specifically the TweetToSentiStrengthFea-

tureVector filter. This filter depends on the SentiStrength mecha-

nism developed by Thelwall et al [79]. SentiStrength originally 

works with English, but it is capable of supporting other lan-

guages. SentiStrength works on weights of tweets: positive 

weights (2 to 5) are given to words denoting positive feelings and 

negative weights for negative feelings (-2 to -5). 1 and -1 are con-

sidered neutral. Then a list of Arabic profane words was collected 

and weighted manually. The weight given for profane words was 

(-5) which is the extreme negativity in SentiStrength. Afterwards 

the English lexicon files used by SentiStrength were replaced with 

custom built Arabic files including the weighted profane words. 

In the process of customizing the SentiStrength files, the 

phrases added contained the profanity from several Arabic coun-

tries. This gave a chance for handling dialectical difference be-

tween Arabic countries implicitly. With more effort in including 

more dialectical varieties of phrases all the dialects in Arabic 

countries would be covered. 

The dataset prepared had to be preprocessed before building 

the training model. Preprocessing was performed using WEKA. 

The set of techniques used for preprocessing included applying 

the TweetToSentiStrengthFeatureVector filter, converting strings 

to word vectors and normalizing. After that the system was trained 

using SVM. Training and testing the model is a time-consuming 

process (it took around 8 hours). As a preliminary stage, the sys-

tem achieved results somehow close to the results achieved by 

Naïve Bayes in the first model. The model was capable of detect-

ing 710 bullying instances. Those results are promising and they 

show that SentiStrength can be customized to be used in cyber-

bullying detection. The results achieved by the system are sum-

marized in the next section. 

5. Results Obtained 

Table 1 shows the division of the classified instances. How 

many instances were classified correctly and how many wrong in 

each model and class. As seen, in Naïve Bayes model 31245 non-

bullying instances were classified correctly. There are also 1832 

non-bullying instances classified as containing bullying. As for 

the bullying instances, it is seen that 801 were classified correctly 

while 1395 were classified as not containing bullying. 

Table 1: Classification Results 

 Correctly Classified Miss Classified 

Class no yes no yes 

Naïve Bayes 31245 801 1832 1395 

SVM 32479 710 1923 161 

Table 2: Summary OF Rates 

 Class Precision 

% 

Recall 

% 

TP 

% 

FP 

% 

F-Measure 

% 

Naïve 

Bayes 

no 94.5 95.7 95.7 69.6 95.1 

yes 36.5 30.4 30.4 4.3 33.2 

Overall 90.1 90.9 90.9 64.7 90.5 

SVM no 94.4 99.5 99.5 73 96.9 

yes 81.5 27 27 0.5 40.5 

Overall 93.4 94.1 94.1 67.6 92.7 

 

Table 2 displays the results obtained by WEKA after training 

and testing the model. Precision, Recall, True Positive Rate, False 

Positive Rate and F-Measure are displayed for both models, Naïve 

Bayes and SVM. In each model the measures mentioned are dis-

played for the two classes of the “bullying” attribute which are 

“yes” and “no”. In the third row of every model there is the 

weighted measure from both classes. 

There is a difference between the “yes” precisions of the two 

models noted in Table 2. SVM achieved a much higher precision 

for the “yes” class -0.815 for SVM and 0.365 for NB. This differ-

ence is due to the lower number of wrong classified instances by 

SVM as seen in Table 2.  

 
Figure 1: Difference in performance between NB and SVM 

Figure 1 displays graphically the difference in performance 

between NB and SVM for the weighted class, or the overall per-
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formance. As seen the precision achieved by SVM was much bet-

ter than NB, while the other measures were somehow close, such 

as ROC, TP, FP, etc. 

 

Figure 2: Comparison between the measures achieved by SVM model 

 
Figure 3: Results of NB Model 

Figure 2 compares graphically between the measures achieved 

in both classes by SVM model, while Figure 3 displays the results 

of NB. As shown previously Table 1 and Table 2, the low number 

of False Positives, high precision and recall are significant. 

The results obtained by this system are not perfect if compared 

with previous work done in English cyberbullying detection sys-

tems. But the aim of the paper was to prove that Arabic cyberbul-

lying is detectable. Thus, the results displayed in the Tables and 

Figures above cannot be compared with previous work done for 

Arabic Language due to the negligibility of such work. Table 2 

shows a recall of 30.4 for the “yes” class instances in the NB 

model, which means at least one third of the bullying in Arabic is 

detectable by the system. 

The overall measures for both models give reasonable results. 

Although the focus was on the analysis of the “yes” class since it 

contains the bullying instances which are less than the “no” count. 

But the high precisions approached by the system denote that the 

model is not classifying a high number of non-bullying instances 

as bullying ones. Which is also an important point to consider. 

 

 

6. Conclusion 

The work done in this paper proves that detecting Arabic 

cyberbullying is possible. However, some effort is yet needed to 

enhance the performance of the system presented. Therefore, 

some future plans still need to be completed in later stages. 

The first step is to enhance the performance measures 

achieved by the system through using hybrid training models, 

such as combinations of Distance Functions, NB and SVM. Treat-

ment of Arabizi content is also in the future plans. This is a crucial 

point, since a lot of Arabic youth use the chat language on social 

networks for communication among each other. Thus the pro-

posed system will be upgraded to handle cyberbullying when 

written in Arabizi. 

Further plans incur training the system using deep learning 

methods instead of machine learning and then comparing the dif-

ferences of the outcomes from the two schemes. 
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