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#### Abstract

We study integrable cocycles $u(n, x)$ over an ergodic measure preserving transformation that take values in a semigroup of nonexpanding maps of a nonpositively curved space $Y$, e.g. a Cartan-Hadamard space or a uniformly convex Banach space. It is proved that for any $y \in Y$ and almost all $x$, there exist $A \geq 0$ and a unique geodesic ray $\gamma(t, x)$ in $Y$ starting at $y$ such that $$
\lim _{n \rightarrow \infty} \frac{1}{n} d(\gamma(A n, x), u(n, x) y)=0
$$

In the case where $Y$ is the symmetric space $G L_{N}(\mathbb{R}) / O_{N}(\mathbb{R})$ and the cocycles take values in $G L_{N}(\mathbb{R})$, this is equivalent to the multiplicative ergodic theorem of Oseledec.

Two applications are also described. The first concerns the determination of Poisson boundaries and the second concerns Hilbert-Schmidt operators.


## 1. Introduction

Let $(X, \mu)$ be a measure space with $\mu(X)=1$ and let $L: X \rightarrow X$ be a measure preserving transformation. Birkhoff's pointwise ergodic theorem asserts that the ergodic averages of a function $f \in L^{1}(\mu)$,

$$
\frac{1}{n} \sum_{k=0}^{n-1} f\left(L^{k} x\right),
$$

converge for $\mu$-a.e. $x$ to an $L$-invariant function $\bar{f} \in L^{1}(\mu)$ when $n \rightarrow \infty$.
Two important extensions of this theorem are the subadditive ergodic theorem of Kingman [Ki] and the multiplicative ergodic theorem of Oseledec [O]. Both theorems

[^0]have numerous applications and since the original proofs were published several alternative proofs of these theorems have appeared. Let us first recall Kingman's theorem.

Let $a: \mathbb{N} \times X \rightarrow \mathbb{R} \cup\{-\infty\}$ be a subadditive (measurable) cocycle, that is

$$
a(n+m, x) \leq a\left(n, L^{m} x\right)+a(m, x)
$$

for $n, m \geq 1$ and $x \in X$. Assume that

$$
\int_{X} a^{+}(1, x) d \mu(x)<\infty,
$$

where $a^{+}(1, x)=\max \{0, a(1, x)\}$. Then the subadditive ergodic theorem asserts that there is an $L$-invariant measurable function $\bar{a}: X \rightarrow \mathbb{R} \cup\{-\infty\}$ such that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} a(n, x)=\bar{a}(x)
$$

for $\mu$-a.e. $x$.
This result generalizes Birkhoff's theorem, because

$$
a(n, x):=\sum_{k=0}^{n-1} f\left(L^{k} x\right)
$$

is a subadditive (in fact additive) cocycle.
The multiplicative ergodic theorem of Oseledec is an extension of Birkhoff's theorem to products of matrices. Let $A: X \rightarrow G L_{N}(\mathbb{R})$ be a measurable map and define the (multiplicative) cocycle

$$
A(n, x)=A\left(L^{n-1} x\right) \cdots A(x) .
$$

Assume that

$$
\int_{X} \log ^{+}\|A(x)\| d \mu(x)<\infty \text { and } \int_{X} \log ^{+}\left\|A^{-1}(x)\right\| d \mu(x)<\infty,
$$

where $\log ^{+} a=\max \{0, \log a\}$. Then the theorem of Oseledec asserts that for $\mu$-a.e. $x$ the sequence $A(n, x)$ is Lyapunov regular, which by definition means that there is a filtration of subspaces

$$
\{0\}=V_{0}^{x} \varsubsetneqq V_{1}^{x} \varsubsetneqq \ldots \varsubsetneqq V_{s(x)}^{x}=\mathbb{R}^{N}
$$

and numbers $\lambda_{1}(x)<\ldots<\lambda_{s(x)}(x)$ such that for any $v \in V_{i}^{x} \backslash V_{i-1}^{x}$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \|A(n, x) v\|=\lambda_{i}(x)
$$

and

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log |\operatorname{det} A(n, x)|=\sum_{i=1}^{s(x)} \lambda_{i}(x)\left(\operatorname{dim} V_{i}^{x}-\operatorname{dim} V_{i-1}^{x}\right)
$$

Let $W_{i}^{x}$ be the orthogonal complement of $V_{i-1}^{x}$ in $V_{i}^{x}$ and define a positive definite matrix $\Lambda(x)$ by requiring that $\Lambda(x) w=e^{\lambda_{i}(x)} w$ for any $w \in W_{i}^{x}, 1 \leq i \leq s(x)$. The
content of this theorem is that in a certain sense, $A(n, x)$ behave asymptotically like the iterates $\Lambda(x)^{n}$.

The Lyapunov regularity is also easily seen to be equivalent to the statement that there exists a positive definite symmetric matrix $\Lambda=\Lambda(x)$ such that

$$
\begin{equation*}
\frac{1}{n} \log \left\|A_{n} \Lambda^{-n}\right\| \rightarrow 0 \text { and } \frac{1}{n} \log \left\|\Lambda^{n} A_{n}^{-1}\right\| \rightarrow 0 \tag{1.1}
\end{equation*}
$$

where $A_{n}$ denotes $A(n, x)$.
Consider the symmetric space $Y=G L_{N}(\mathbb{R}) / O_{N}(\mathbb{R})$ and let $y=O_{N}(\mathbb{R})$. Let $g$ be an element in $G L_{N}(\mathbb{R})$ and let $\mu_{i}$ denote the eigenvalues of $\left(g g^{t}\right)^{1 / 2}$. The distance in $Y$ between $y$ and $g y$ is

$$
\begin{equation*}
d(y, g y)=\left(\sum_{i=1}^{N}\left(\log \mu_{i}\right)^{2}\right)^{1 / 2} \tag{1.2}
\end{equation*}
$$

Recall also that geodesics starting at $y$ are of the form $\gamma(t)=e^{t H} y$, where $H$ is a symmetric matrix. Let $\Lambda=e^{H}$ be some positive definite symmetric matrix. From (1.2) it follows that

$$
\begin{equation*}
\frac{1}{n} d\left(\Lambda^{-n} y, A_{n}^{-1} y\right) \rightarrow 0 \tag{1.3}
\end{equation*}
$$

is equivalent to (1.1).
Hence the Lyapunov regularity of $A(n, x)$ is equivalent to the geometric statement (1.3). For a discussion of this, see [Ka2]. In that paper, Kaimanovich obtained a complete geometric description of sequences $\left\{y_{n}\right\}$ of points in $Y$ for which there are a geodesic ray $\gamma$ and $A \geq 0$ such that the distance from $y_{n}$ to $\gamma(A n)$ grows sublinearly in $n$. This was done by taking advantage of the special structure of symmetric spaces of noncompact type, and using hyperbolic geometry. After that, applying the subadditive ergodic theorem, he could deduce (1.3).

The present paper studies the more general situation where the cocycles take values in a semigroup of semicontractions (e.g. isometries) of a uniformly convex, nonpositively curved in the sense of Busemann, complete metric space $(Y, d)$. For definitions and examples, we refer to Sect. 3 .

Note that the asymptotics of the iteration of one single semicontraction $\varphi: D \rightarrow$ $D \subset Y$ is already nontrivial. For example, the case where $D$ is a convex subset of a Hilbert space was studied by Pazy [P]. See also [Be] for this topic, which goes back to the work of Denjoy and Wolff on the iteration of an analytic map of the unit disk into itself.

In several proofs of Oseledec's theorem, the use of ergodic theory is reduced to the application of a standard theorem, that of Birkhoff or Kingman. In contrast, this reduction seems impossible to do for the proof of the multiplicative ergodic theorem given in this paper. Instead, we establish a different kind of "maximal ergodic inequality", Lemma 4.1. The arguments in the ergodic theoretic part of this paper are in the same spirit as those commonly used to establish the subadditive ergodic theorem. Note that, in the ergodic case, this theorem is here deduced as Corollary 4.3 of Proposition 4.2.

The paper is organized as follows. The section following this introduction, Sect. 2, provides a concise formulation of the main result. All the terminology used is explained in Sect. 3, which also contains one additional observation, Lemma 3.1. Section 4 proves the needed ergodic lemmas about subadditive cocycles (Proposition 4.2 and Corollary 4.3).

Section 5 gives the proof of the theorem. The final sections, Sects. 6 and 7, describe two applications.

## 2. Formulation of the Main Result

Let $(Y, d)$ be a uniformly convex, complete metric space satisfying the Busemann nonpositive curvature condition. Examples include CAT(0)-spaces and uniformly convex Banach spaces. Let $S$ be a semigroup of semicontractions $D \rightarrow D$, where $D$ is a nonempty subset of $Y$, and fix a point $y \in D$.

Furthermore, let $(X, \mu)$ be a measure space with $\mu(X)=1$ and let $L: X \rightarrow X$ be an ergodic and measure preserving transformation. Given a measurable map $w: X \rightarrow S$, put

$$
\begin{equation*}
u(n, x)=w(x) w(L x) \cdots w\left(L^{n-1} x\right) \tag{2.1}
\end{equation*}
$$

and denote $u(n, x) y$ by $y_{n}(x)$. Assume that

$$
\begin{equation*}
\int_{X} d(y, w(x) y) d \mu(x)<\infty \tag{2.2}
\end{equation*}
$$

then the following "multiplicative ergodic theorem" holds.
Theorem 2.1. For almost every $x$, the following limit exists:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} d\left(y, y_{n}(x)\right)=A \tag{2.3}
\end{equation*}
$$

and if $A>0$, then for almost every $x$, there exists a unique geodesic ray $\gamma(\cdot, x)$ in $Y$ starting at $y$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} d\left(\gamma(A n, x), y_{n}(x)\right)=0 . \tag{2.4}
\end{equation*}
$$

Remark 2.2. The existence of the limit (2.3) is well known. It is a standard consequence of the subadditive ergodic theorem, here Corollary 4.3. In the case $A>0$, note that (2.4) implies that $y_{n}$ converges to $[\gamma]$ in $Y \cup Y(\infty)$, where $Y(\infty)$ denotes the ideal boundary at infinity consisting of asymptote classes of rays.

Remark 2.3. Assume that $S=\Gamma$ is a discrete cocompact group of isometries of a CartanHadamard manifold $Y$. Let $P$ be the (time 1) Markov operator associated to a $\Gamma$-invariant Markov process on $Y$, with finite first moment and absolutely continuous transition probabilities. Take a $P$-stationary initial distribution on $Y$, then it is not difficult to construct a measure preserving system $(X, \mu, L)$ and a map $w: X \rightarrow \Gamma$, such that $u(n, x) y$ and the corresponding sample path at time $n$ stay within a finite distance from each other for all $n$. The theorem then yields the result that for almost every sample path there is a geodesic ray such that the distance from the sample path to this geodesic grows sublinearly in $n$. In this context, we refer to Ballmann's paper [Ba1] for comparison.

Remark 2.4. There is also an "invertible" version of Oseledec's theorem, see [O], in which one gets the approximation by the powers of the same matrix at both $+\infty$ and $-\infty$, (the cocycle in question for negative $n$ is $\left.A(n, x)=A\left(1, L^{n}\right)^{-1} \cdots A\left(1, L^{-1}\right)^{-1}\right)$. In view of this result, one might wonder whether the analog statement for $u(n, x)$ is true
in general, that is, is it true that there always exists a bi-infinite geodesic approximating both the backward and the forward orbit $u(n, x) y$ in the sense of Theorem 2.1? In general, however, the answer to this question is no. For example, let $Y$ be the manifold $\mathbb{R} \times \mathbb{R}$ with Riemannian metric $\left(e^{-y}+C\right)^{2} d x^{2}+d y^{2}$. By some general results of Bishop and O'Neill concerning so-called warped products, the space $Y$ is a CartanHadamard manifold. Consider for $u(n, x)$ the powers of the parabolic isometry $\phi$ defined by $(x, y) \mapsto(x+1, y)$. Note that in this case the constant $A$ in the theorem will equal $C$. If $C>0$, then the forward and the backward orbit will converge to two different points on the ideal boundary of $Y$. These two limit points must be fixed by $\phi$. Now assume that they can be connected by a geodesic in $Y$. Then, since the two endpoints are fixed by $\phi$, the displacement of $\phi$ is semidecreasing in both directions along this geodesic, hence it is constant. This is impossible as $\phi$ is parabolic and $Y$ has no parallel bi-infinite geodesics.

## 3. Geometric Preliminaries

General references for this section are [Ba2] and [J].
3.1. Let $(Y, d)$ be a metric space. A continuous map $\gamma: I \rightarrow Y$, where $I$ is an interval, is called a (unit speed minimizing) geodesic, if for any $s, t \in I$,

$$
d(\gamma(s), \gamma(t))=|s-t| .
$$

A geodesic $\gamma:[0, \omega) \rightarrow Y$, such that $\lim _{t \rightarrow \omega} \gamma(t)$ does not exist, is called a ray. If ( $Y, d$ ) is complete, then for any ray, $\omega=\infty$.

A point $z$ is called a midpoint of $x$ and $y$ if

$$
d(z, x)=d(z, y)=\frac{1}{2} d(x, y) .
$$

A metric space $(Y, d)$ is called convex if any two points in $Y$ have a midpoint. If a convex metric space $(Y, d)$ is complete, then any two points can be joined by a geodesic.

A metric space $(Y, d)$ is called uniformly convex if $(Y, d)$ is convex and there is a strictly decreasing continuous function $g$ on $[0,1]$ with $g(0)=1$, such that for any $x, y, w \in Y$ and midpoint $z$ of $x$ and $y$,

$$
\frac{d(z, w)}{R} \leq g\left(\frac{d(x, y)}{2 R}\right)
$$

where $R:=\max \{d(x, w), d(y, w)\}$. See Fig. 1. An immediate consequence of this property is that midpoints are unique, and hence so are geodesics between any two points.

Spaces satisfying certain parallelogram inequalities, for example the $L^{p}$-spaces, $1<$ $p<\infty$, are uniformly convex, the original reference is [C]. For $L^{p}, p \geq 2$,

$$
g(\varepsilon)=\left(1-\varepsilon^{p}\right)^{1 / p}
$$

works in the definition. Further examples are Cartan-Hadamard manifolds (e.g. Euclidean spaces, hyperbolic spaces, and symmetric spaces of noncompact type such as


Fig. 1. The distance $d(z, w)$ is less than the maximum of $d(x, w)$ and $d(y, w)$
$G L_{N}(\mathbb{R}) / O_{N}(\mathbb{R})$ ), or more generally $\operatorname{CAT}(0)$ - spaces (e.g. Euclidean buildings and $\mathbb{R}$ trees). For a general $\operatorname{CAT}(0)$-space, $g$ is as above with $p=2$ and for trees one can also take $p=1$. A Banach space is $\operatorname{CAT}(0)$ if and only if it is a Hilbert space.

A convex metric space $(Y, d)$ is said to be nonpositively curved in the sense of Busemann if for any $x, y, z \in Y$ and any midpoints $m_{x z}$ of $x$ and $z$, and $m_{y z}$ of $y$ and $z$,

$$
\begin{equation*}
d\left(m_{x z}, m_{y z}\right) \leq \frac{1}{2} d(x, y) \tag{3.1}
\end{equation*}
$$

Any uniformly convex Banach space, or more generally any strictly convex Banach space, as well as any CAT(0)-space satisfies Busemann's nonpositive curvature condition.
3.2. From now on, let $(Y, d)$ be a uniformly convex, Busemann nonpositively curved, complete metric space.

It follows from the Busemann condition (3.1) that $t \rightarrow d\left(\gamma_{1}(t), \gamma_{2}(t)\right)$ is a convex function for any two geodesics $\gamma_{1}$ and $\gamma_{2}$. In particular, for two rays $\gamma_{1}$ and $\gamma_{2}$ starting at $y$ the function

$$
\begin{equation*}
t \rightarrow \frac{1}{t} d\left(\gamma_{1}(t), \gamma_{2}(t)\right) \tag{3.2}
\end{equation*}
$$

is semiincreasing.
Let $\gamma_{i}$ be any sequence of rays starting at $y$ and assume that $\left\{\gamma_{i}(R)\right\}_{i=1}^{\infty}$ is a Cauchy sequence for every $R$. By the completeness of $(Y, d)$, we can for each $R$ define $\gamma(R)=$ $\lim \gamma_{i}(R)$. It is then immediate that $\gamma$ is a ray starting at $y$ and we say that $\gamma_{i}$ converges to $\gamma$.

Lemma 3.1. Let $x, y, z \in Y$ and assume that

$$
\begin{equation*}
d(y, x)+d(x, z) \leq d(y, z)+\delta d(y, x), \tag{3.3}
\end{equation*}
$$

where $\delta \in[0,1]$. Let $w$ be the point on the geodesic between $y$ and $z$ such that $d(y, w)=$ $d(y, x)$, then

$$
d(w, x) \leq f(\delta) d(y, x)
$$

where $f$ is a function such that $f(s) \rightarrow 0$ as $s \rightarrow 0$. See Fig. 2 .


Fig. 2.

Proof. Let $m$ be the midpoint of $w$ and $x$. Uniform convexity implies that

$$
d(m, z) \leq \max \{d(w, z), d(x, z)\}
$$

Since $d(w, z)=d(y, z)-d(y, x)$ by the definition of $w$ and $d(x, z) \leq d(y, z)-$ $d(y, x)+\delta d(y, x)$ by the inequality (3.3), we have that

$$
d(m, z) \leq d(y, z)-d(y, x)+\delta d(y, x) .
$$

Hence it follows, by the triangle inequality, that

$$
\begin{equation*}
d(y, m) \geq d(y, x)-\delta d(y, x)=(1-\delta) R, \tag{3.4}
\end{equation*}
$$

where $R:=d(y, x)=\max \{d(y, x), d(y, w)\}$. Uniform convexity now gives us that

$$
\frac{d(m, y)}{R} \leq g\left(\frac{d(w, x)}{2 R}\right)
$$

From the inequality (3.4) and since $g$ is decreasing we get

$$
g^{-1}(1-\delta) \geq \frac{d(w, x)}{2 R}
$$

Recalling that $R=d(y, x)$ and letting $f(\delta)=2 g^{-1}(1-\delta)$, we have now obtained the desired conclusion.
3.3. A semicontraction or nonexpanding $\operatorname{map}$ is a $\operatorname{map} \varphi: D \rightarrow D$, where $D$ is a subset of $Y$, such that

$$
d(\varphi(y), \varphi(z)) \leq d(y, z)
$$

for all $y, z \in D$. Any semigroup $S$ of semicontractions is equipped with the Borel $\sigma$-algebra associated to the compact-open topology on $S$.

## 4. Ergodic Theoretic Part

Let $(X, \mu)$ be a measure space with $\mu(X)=1$ and let $L: X \rightarrow X$ be a measure preserving transformation. Furthermore, let $a: \mathbb{N} \times X \rightarrow \mathbb{R}$ be a subadditive (measurable) cocycle, that is

$$
\begin{equation*}
a(n+m, x) \leq a\left(n, L^{m} x\right)+a(m, x) \tag{4.1}
\end{equation*}
$$

for $n, m \in \mathbb{N}, x \in X$, (adopting the convention that $a(0, x) \equiv 0$ ). We will assume that the following integrability condition is satisfied:

$$
\begin{equation*}
\int_{X} a^{+}(1, x) d \mu(x)<\infty, \tag{4.2}
\end{equation*}
$$

where $a^{+}(1, x)=\max \{0, a(1, x)\}$. For each $n$, let

$$
\begin{equation*}
a_{n}=\int_{X} a(n, x) d \mu(x) . \tag{4.3}
\end{equation*}
$$

It follows from (4.1) and (4.2) that $a_{n} \leq a_{1}<\infty$, but it is possible that $a_{n}=-\infty$. Since $L$ preserves $\mu$, the subadditivity condition (4.1) implies that $a_{n+m} \leq a_{n}+a_{m}$ for every $n, m \in \mathbb{N}$. It is now an elementary fact, see for example [ $\mathrm{Kr}, \mathrm{p} .36$ ], that the limit

$$
A:=\lim _{n \rightarrow \infty} \frac{1}{n} a_{n}
$$

exists and $A<\infty$.
Recall also the following observation of F. Riesz, which is proved by a simple induction, see [ $\mathrm{Bi}, \mathrm{p} .27]$. Let $c_{1}, c_{2}, \ldots, c_{n}$ be a finite sequence of real numbers. Call $c_{u}$ a leader if at least one of the sums

$$
c_{u}, c_{u}+c_{u+1}, \ldots, c_{u}+\ldots+c_{n}
$$

is negative. Then the sum of the leaders is $\leq 0$. (An empty sum is 0 .)
Lemma 4.1. Suppose that $A>0$. Let $E_{1}$ be the set of $x$ in $X$ with the property that there are infinitely many $n$ such that

$$
a(n, x)-a\left(n-k, L^{k} x\right) \geq 0
$$

for all $k, 1 \leq k \leq n$. Then $\mu\left(E_{1}\right)>0$.
Proof. For every $i \in \mathbb{N}^{+}$let us define a set

$$
\Psi_{i}=\left\{x \in X \mid \exists k: 1 \leq k \leq i \text { and } a(i, x)-a\left(i-k, L^{k} x\right)<0\right\}
$$

and a function

$$
b_{i}(x)=a(i, x)-a(i-1, L x) .
$$

It is clear that

$$
\begin{align*}
& a(n, x)-a\left(n-k, L^{k} x\right) \\
= & b_{n}(x)+b_{n-1}(L x)+\ldots+b_{n-k+1}\left(L^{k-1} x\right) \tag{4.4}
\end{align*}
$$

and in particular

$$
\begin{equation*}
a(n, x)=b_{n}(x)+b_{n-1}(L x)+\ldots+b_{1}\left(L^{n-1} x\right) \tag{4.5}
\end{equation*}
$$

In view of (4.4), if $L^{k} x \in \Psi_{n-k}$ then

$$
b_{n-k}\left(L^{k} x\right)+\ldots+b_{n-j}\left(L^{j} x\right)<0
$$

for some $j, k \leq j \leq n-1$. From this and F. Riesz's lemma about leaders (with $c_{u}:=b_{n-u}\left(L^{u} x\right)$ ) we deduce that for every $x \in X$ and $n \in \mathbb{N}^{+}$,

$$
\begin{equation*}
\sum_{0 \leq k \leq n-1, L^{k} x \in \Psi_{n-k}} b_{n-k}\left(L^{k} x\right) \leq 0 . \tag{4.6}
\end{equation*}
$$

Using the $L$-invariance of $\mu$, we get from the inequality (4.6) that

$$
\begin{align*}
\sum_{j=1}^{n} \int_{\Psi_{j}} b_{j}(x) d \mu(x) & =\sum_{0 \leq k \leq n-1} \int_{\Psi_{n-k}} b_{n-k}(x) d \mu(x) \\
& =\sum_{0 \leq k \leq n-1} \int_{L^{-k} \Psi_{n-k}} b_{n-k}\left(L^{k} x\right) d \mu(x)  \tag{4.7}\\
& =\int_{X} \sum_{0 \leq k \leq n-1, L^{k} x \in \Psi_{n-k}} b_{n-k}\left(L^{k} x\right) d \mu(x) \leq 0 .
\end{align*}
$$

On the other hand, in view of (4.3), (4.5), and the $L$-invariance of $\mu$,

$$
\begin{equation*}
a_{n}=\int_{X} a(n, x) d \mu(x)=\sum_{j=1}^{n} \int_{X} b_{j}(x) d \mu(x) \tag{4.8}
\end{equation*}
$$

Since $\lim a_{n} / n=A>0$, there exists a number $N$ such that

$$
\begin{equation*}
a_{n}>\frac{2 A}{3} n \tag{4.9}
\end{equation*}
$$

for all $n>N$.
Let $\Psi_{n}^{c}$ denote the complement of $\Psi_{n}$ in $X$. Then in view of (4.7), (4.8), (4.9), and the inequality $b_{i}(x)=a(i, x)-a(i-1, L x) \leq a(1, x) \leq a^{+}(1, x)$, we have that

$$
\begin{equation*}
\sum_{j=1}^{n} \int_{\Psi_{j}^{c}} a^{+}(1, x) d \mu(x) \geq \sum_{j=1}^{n} \int_{\Psi_{j}^{c}} b_{j}(x) d \mu(x)>\frac{2 A}{3} n \tag{4.10}
\end{equation*}
$$

for all $n>N$. Let $f_{n}=\sum_{j=1}^{n} \chi_{\Psi_{j}^{c}}$, where $\chi_{C}$ denotes the characteristic function of a set $C \subset X$. Let $a_{1}^{+}=\int_{X} a^{+}(1, x) d \mu(x)$ and

$$
B_{n}=\left\{x \in X: n \geq f_{n}(x)>\frac{A}{3 a_{1}^{+}} n\right\} .
$$

Since

$$
B_{n}^{c}=\left\{x \in X: \frac{A}{3 a_{1}^{+}} n \geq f_{n}(x) \geq 0\right\}
$$

we have that

$$
\begin{aligned}
\sum_{j=1}^{n} \int_{\Psi_{j}^{c}} a^{+}(1, x) d \mu(x) & =\int_{X} f_{n}(x) a^{+}(1, x) d \mu(x) \\
& =\int_{B_{n}} f_{n}(x) a^{+}(1, x) d \mu(x)+\int_{B_{n}^{c}} f_{n}(x) a^{+}(1, x) d \mu(x) \\
& \leq n \int_{B_{n}} a^{+}(1, x) d \mu(x)+\frac{A}{3 a_{1}^{+}} n \int_{B_{n}^{c}} a^{+}(1, x) d \mu(x) \\
& \leq n \int_{B_{n}} a^{+}(1, x) d \mu(x)+\frac{A}{3} n
\end{aligned}
$$

Combining this inequality and the inequality (4.10) we get that

$$
\begin{equation*}
\int_{B_{n}} a^{+}(1, x) d \mu(x)>\frac{A}{3} \tag{4.11}
\end{equation*}
$$

for all $n>N$.
The condition (4.2) implies the existence of $\delta>0$ such that

$$
\int_{C} a^{+}(1, x) d \mu(x)<\frac{A}{3}
$$

whenever $\mu(C)<\delta$. Hence it follows from (4.11) that $\mu\left(B_{n}\right) \geq \delta$ for every $n>N$. Let

$$
C_{n}=\left\{x \in X: x \in \Psi_{i}^{c} \text { for at least } \frac{A}{3 a_{1}^{+}} n \text { positive integers } i\right\},
$$

so $B_{n} \subset C_{n}$ and $C_{n+1} \subset C_{n}$. Therefore, the measure of the set

$$
\bigcap_{n \geq 1} C_{n}=\left\{x \in X: x \in \Psi_{i}^{c} \text { for infinitely many } i\right\}
$$

is greater than or equal to $\delta>0$. Now recalling the definition of $\Psi_{i}$ we get the desired statement.

Proposition 4.2. Suppose that $L$ is ergodic and $A>-\infty$. For any $\varepsilon>0$, let $E_{\varepsilon}$ be the set of $x$ in $X$ for which there exist an integer $K=K(x)$ and infinitely many $n$ such that

$$
a(n, x)-a\left(n-k, L^{k} x\right) \geq(A-\varepsilon) k
$$

for all $k, K \leq k \leq n$. Let $E=\bigcap_{\varepsilon>0} E_{\varepsilon}$, then $\mu(E)=1$.
Proof. For any $\varepsilon>0$, let $c(n, x)=a(n, x)-(A-\varepsilon) n$. Then $c$ is a subadditive cocycle and by the definition of $A$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \int_{X} c(n, x) d \mu=A-(A-\varepsilon)=\varepsilon>0 .
$$

Note also that

$$
a(n, x)-a\left(n-k, L^{k} x\right) \geq(A-\varepsilon) k
$$

is equivalent to

$$
c(n, x)-c\left(n-k, L^{k} x\right) \geq 0 .
$$

Hence Lemma 4.1 applied to $c$ gives that $\mu\left(E_{\varepsilon}\right)>0$.
By the subadditivity property (4.1),

$$
a\left(n, L^{l} x\right)-a\left(n-k, L^{k+l} x\right) \geq a(n+l, x)-a\left((n+l)-(k+l), L^{k+l} x\right)-a(l, x) .
$$

It follows that $L^{l} E_{\varepsilon} \subset E_{2 \varepsilon}$ for all $l \geq 0$ and by ergodicity we then get that $\mu\left(E_{2 \varepsilon}\right)=1$.
Since this holds for every $\varepsilon>0$ and $E_{\varepsilon} \subset E_{\varepsilon^{\prime}}$, whenever $\varepsilon<\varepsilon^{\prime}$, we have that $\mu(E)=1$.

Corollary 4.3 (Kingman). Suppose that $L$ is ergodic and $A>-\infty$. Then

$$
\lim _{n \rightarrow \infty} \frac{1}{n} a(n, x)=A
$$

for almost every $x$.
Proof. Note that, by subadditivity, Proposition 4.2 implies that the set of $x$ such that

$$
\liminf _{k \rightarrow \infty} \frac{1}{k} a(k, x) \geq A-\varepsilon
$$

for any $\varepsilon>0$ has full measure. If $a(n, x)$ is an additive cocycle, then the a.e. convergence is immediate, since in this case the above proposition can also be applied to $-a(k, x)$.

In the case of a general subadditive cocycle $a(n, x)$, we can therefore subtract the additive cocycle

$$
\sum_{i=0}^{n-1} a\left(1, L^{i} x\right)
$$

from $a(n, x)$. This reduces the general case to the case of a nonpositive subadditive cocycle, that is $a(n, x) \leq 0$.

Fix an $\varepsilon>0$ and take $M$ such that

$$
\begin{equation*}
\frac{1}{M} \int_{X} a(M, x) d \mu(x) \leq A+\varepsilon \tag{4.12}
\end{equation*}
$$

and let

$$
a^{M}(n, x)=a(n M, x)-\sum_{i=0}^{n-1} a\left(M, L^{i M} x\right)
$$

This $a^{M}(n, x)$ is again a nonpositive subadditive cocycle. From the proposition and the inequality (4.12), we have that

$$
0 \geq \liminf _{n \rightarrow \infty} \frac{1}{n M} a^{M}(n, x) \geq-\varepsilon
$$

From this inequality, the nonpositivity and subadditivity of $a(n, x)$, the $L$-invariance and the convergence for additive cocycles, it follows that

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} \frac{1}{n} a(n, x)-\liminf _{n \rightarrow \infty} \frac{1}{n} a(n, x) & =\limsup _{n \rightarrow \infty} \frac{1}{n M} a(n M, x)-\liminf _{n \rightarrow \infty} \frac{1}{n M} a(n M, x) \\
& =\limsup _{n \rightarrow \infty} \frac{1}{n M} a^{M}(n, x)-\liminf _{n \rightarrow \infty} \frac{1}{n M} a^{M}(n, x) \\
& \leq-\liminf _{n \rightarrow \infty} \frac{1}{n M} a^{M}(n, x) \leq \varepsilon .
\end{aligned}
$$

Since this holds for any $\varepsilon>0$, the corollary is established. For more details, consult [Kr, p. 37].

## 5. Proof of the Theorem

5.1. Here we adopt the notations in Sect. 2 and we let $a(n, x)=d\left(y, y_{n}(x)\right)$. By the triangle inequality, the equality (2.1), and the semicontraction property,

$$
\begin{aligned}
d\left(y, y_{n+m}(x)\right) & \leq d\left(y, y_{m}(x)\right)+d\left(y_{m}(x), y_{n+m}(x)\right) \\
& =a(m, x)+d\left(u(m, x) y, u(m, x) u\left(n, L^{m} x\right) y\right) \\
& \leq a(m, x)+a\left(n, L^{m} x\right)
\end{aligned}
$$

hence $a$ is a subadditive cocycle. Furthermore, by the assumption (2.2),

$$
\int_{X} a^{+}(1, x) d \mu(x)=\int_{X} d(y, w(x) y) d \mu(x)<\infty,
$$

which means that the basic integrability condition (4.2) of the cocycle $a$ is satisfied. Corollary 4.3 (the subadditive ergodic theorem) then implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} d\left(y, y_{n}(x)\right)=A \geq 0 \tag{5.1}
\end{equation*}
$$

for almost every $x \in X$.
5.2. Assume now that $A>0$. Let $E$ be the set defined as in Proposition 4.2 and consider an $x \in E$ such that (5.1) holds. From now on, $x$ will frequently be suppressed in the notation.

For each $i>0$, pick $\varepsilon_{i}$ so small that

$$
f\left(\delta_{i}\right) \leq 2^{-i},
$$

where $\delta_{i}:=2 \varepsilon_{i} /\left(A-\varepsilon_{i}\right)$ and $f$ is the function appearing in the geometric lemma (3.1). This is possible, since $f(t) \rightarrow 0$ as $t \rightarrow 0$.

Proposition 4.2 and Corollary 4.3 give us that there are for any $i$ an integer $K_{i}$ and infinitely many $n$ such that

$$
\begin{equation*}
a(n, x)-a\left(n-k, L^{k} x\right) \geq\left(A-\varepsilon_{i}\right) k \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(A-\varepsilon_{i}\right) k \leq a(k, x) \leq\left(A+\varepsilon_{i}\right) k \tag{5.3}
\end{equation*}
$$

for all $k, K_{i} \leq k \leq n$.
For each $i$, pick an integer $n_{i}$ greater than both $n_{i-1}$ and $K_{i+1}$, such that (5.2) and (5.3) hold. By adding the inequality (5.2) to the right inequality in (5.3), we get that for all $k, K_{i} \leq k \leq n_{i}$,

$$
a\left(n_{i}, x\right)-a\left(n_{i}-k, L^{k} x\right)+\left(A+\varepsilon_{i}\right) k \geq\left(A-\varepsilon_{i}\right) k+a(k, x),
$$

which simplified becomes

$$
a(k, x)+a\left(n_{i}-k, L^{k} x\right) \leq a\left(n_{i}, x\right)+2 \varepsilon_{i} k .
$$

From this, recalling the definition of $a$, the semicontractivity of $u(k, x)$, and the left inequality in (5.3), we get (note that at this point the order in which the maps $w\left(L^{k} x\right)$ are composed to form $u(n, x)$ is crucial)

$$
\begin{align*}
d\left(y, y_{k}\right)+d\left(y_{k}, y_{n_{i}}\right) & \leq d\left(y, y_{n_{i}}\right)+2 \varepsilon_{i} k \\
& \leq d\left(y, y_{n_{i}}\right)+\frac{2 \varepsilon_{i}}{A-\varepsilon_{i}} d\left(y, y_{k}\right) . \tag{5.4}
\end{align*}
$$

For each $i$, let $\gamma_{i}$ be a ray from $y$ passing through $y_{n_{i}}$ and let $r_{k}=d\left(y, y_{k}\right)$. Applying the geometric lemma (3.1) to (5.4), we get that

$$
\begin{equation*}
d\left(\gamma_{i}\left(r_{k}\right), y_{k}\right) \leq f\left(\delta_{i}\right) r_{k}, \tag{5.5}
\end{equation*}
$$

for all $k, K_{i} \leq k \leq n_{i}$.
5.3. We now show that $\left\{\gamma_{i}(R)\right\}$ is a Cauchy sequence for every $R>0$. Fix $R>0$. Since $K_{i+1}<n_{i}<n_{i+1}$, the inequality (5.5) implies that

$$
\begin{aligned}
d\left(\gamma_{i+1}\left(r_{n_{i}}\right), \gamma_{i}\left(r_{n_{i}}\right)\right) & =d\left(\gamma_{i+1}\left(r_{n_{i}}\right), y_{n_{i}}\right) \\
& \leq f\left(\delta_{i_{+1}}\right) r_{n_{i}} .
\end{aligned}
$$

For $i$ large enough so that $r_{n_{i}}>R$, the convexity property (3.2) implies that

$$
d\left(\gamma_{i+1}(R), \gamma_{i}(R)\right) \leq f\left(\delta_{i+1}\right) R
$$

which means, using the triangle inequality, that

$$
d\left(\gamma_{i+m}(R), \gamma_{i}(R)\right) \leq \sum_{j=1}^{m} f\left(\delta_{i+j}\right) R \leq 2^{-i} R
$$

for all $m>0$. Hence $\left\{\gamma_{i}(R)\right\}$ is a Cauchy sequence and by the completeness of $Y, \gamma_{i}$ converges to some ray $\gamma$, as $i \rightarrow \infty$.
5.4. It remains to show that

$$
\lim _{k \rightarrow \infty} \frac{1}{k} d\left(\gamma(A k), y_{k}\right)=0
$$

For any $k$ there is an $i$ such that $K_{i} \leq k \leq n_{i}$ and by the triangle inequality

$$
\begin{aligned}
d\left(\gamma(A k), y_{k}\right) & \leq d\left(\gamma(A k), \gamma_{i}(A k)\right)+d\left(\gamma_{i}(A k), \gamma_{i}\left(r_{k}\right)\right)+d\left(\gamma_{i}\left(r_{k}\right), y_{k}\right) \\
& \leq 2^{-i} A k+\left|A k-r_{k}\right|+f\left(\delta_{i}\right) r_{k} \\
& \leq 2^{-i} A k+\varepsilon_{i} k+f\left(\delta_{i}\right)\left(A+\varepsilon_{i}\right) k \leq\left(2^{-i+1} A+2 \varepsilon_{i}\right) k
\end{aligned}
$$

It is then clear that

$$
\limsup _{k \rightarrow \infty} \frac{1}{k} d\left(\gamma(A k), y_{k}\right) \leq 0
$$

which shows (2.4). The uniqueness of $\gamma$ is immediate from the convexity property (3.2) and so Theorem 2.1 is proved.

## 6. An Application to Random Walks and Boundary Theory

General references for this section are $[\mathrm{F}]$ and $[\mathrm{Ka} 3]$.
Let $\Gamma$ be a countable group acting by isometries on a uniformly convex, Busemann nonpositively curved, complete metric space $(Y, d)$. Any isometry of $Y$ also acts on the ideal boundary at infinity $Y(\infty)$, which consists of asymptote classes of geodesic rays.

Let $v$ be a probability measure on $\Gamma$ and assume throughout this section that $v$ has finite first moment, that is

$$
\sum_{g \in \Gamma} d(y, g y) \nu(g)<\infty
$$

Let $(X, \mu)$ be the product of $\mathbb{Z}$ copies of $(\Gamma, \nu)$ and let $L$ be the shift transformation. This is a standard construction of an ergodic measure preserving system with $\mu(X)=1$.

Let $w: X \rightarrow \Gamma$ be the projection onto the $0^{\text {th }}$ copy of $\Gamma$, so

$$
w\left(\{g(i)\}_{i=-\infty}^{\infty}\right)=g(0),
$$

and put as usual $u(n, x)=w(x) w(L x) \cdots w\left(L^{n-1} x\right)$. This is sometimes called the right random walk determined by $\nu$. Note that, in probabilistic language, the increments $\left\{w \circ L^{k}\right\}_{k=1}^{\infty}$ are independent, identically distributed random variables.

Theorem 2.1 (in the case $A>0$ ) now provides a measurable map

$$
\xi: X \rightarrow Y(\infty)
$$

where $\xi(x)=[\gamma(x,)$.$] . Since u(n, L x)=w(x)^{-1} u(n, x)$, the map $\xi$ clearly has the following equivariance property:

$$
\xi(L x)=w(x)^{-1} \xi(x)
$$

It follows that $\left(Y(\infty), \xi_{*}(\mu)\right)$ is a $\nu$-boundary for $\Gamma$. In the case $A=0$, we set $\xi_{*}(X, \mu)$ to be the trivial $\nu$-boundary for $\Gamma$.

Recall Kaimanovich's ray approximation criterion for the maximality of a boundary [Ka1, Theorem 3].

Theorem 6.1 (Kaimanovich). Let $(B, \lambda)$ be a $\nu$-boundary of $\Gamma$ and assume that $v$ has finite entropy $H(v)=-\sum \nu(g) \log \nu(g)$. Suppose that $\theta: \Gamma \rightarrow Z$ is a mapping into a metric space with metric $d$, and $\pi_{n}: B \rightarrow Z$ is a family of measurable mappings, and that there is a constant $C>0$ such that

$$
\begin{equation*}
\operatorname{card}\{g \in \Gamma: d(z, \theta(g)) \leq N\} \leq e^{C N} \tag{6.1}
\end{equation*}
$$

for all $z \in Z$ and $N \geq 1$. Let $b(x)$ denote the image in $B$ of the sample path $\{u(n, x)\}$. If

$$
\lim _{n \rightarrow \infty} \frac{1}{n} d\left(\pi_{n}(b(x)), \theta(u(n, x))\right)=0
$$

for almost every $x$, then the Poisson boundary of $(\Gamma, v)$ is isomorphic to $(B, \lambda)$.
The following statement is now an immediate consequence.

Corollary 6.2. Let $\Gamma$ be a countable group acting on $(Y, d)$ by isometries and let $v$ be a probability measure on $\Gamma$ with finite first moment. Fix a point $y \in Y$ and assume that for some $C>0$,

$$
\begin{equation*}
\operatorname{card}\{g \in \Gamma: d(y, g y) \leq N\} \leq e^{C N} \tag{6.2}
\end{equation*}
$$

for all $N \geq 1$. Then the Poisson boundary of $(\Gamma, \nu)$ is isomorphic to $\xi_{*}(X, \mu)$.
Proof. Set $\theta(g)=g y, Z=Y, B=\xi(X), \lambda=\xi_{*}(\mu)$, and $\pi_{n}(b(x))=\gamma(A n, x)$ using the notation of Theorem 2.1.

Since $\Gamma$ acts by isometries it follows that

$$
\operatorname{card}\{g: d(z, g y) \leq N\} \leq \operatorname{card}\{g: d(y, g y) \leq 2 N\},
$$

which ensures that condition (6.1) is satisfied. From this condition and the finiteness of the moment of $v$, it follows that the entropy of $v$ is finite, see [Ka3].

Remark 6.3. When the group generated by suppv is nonamenable, the Poisson boundary is non-trivial, see [F], and so in particular $A>0$. It is also known and not hard to show that the condition (6.2) is satisfied if $\Gamma$ is a discrete subgroup of isometries of a locally compact Cartan-Hadamard manifold with sectional curvatures bounded from below.

Remark 6.4. Results on the determination of the Poisson boundary for various groups and measures have been obtained by many authors, see [Ka3]. Ballmann and Ledrappier in [BaLe] identified the Poisson boundary for cocompact lattices in rank 1 manifolds for nondegenerate measures with finite first moment and finite entropy (Kaimanovich was later able to replace the finite first moment with finite logarithmic moment, see [Ka3]). Note that their techniques are quite different from the methods in the present paper. Some of the ideas in [ $\mathrm{Ba} 1, \mathrm{BaLe}]$, and [Ka3] go back to Furstenberg's work.

## 7. An Application to Hilbert-Schmidt Operators

Let $\mathcal{H}$ be a real Hilbert space and let $\mathcal{A}$ be the algebra of Hilbert-Schmidt operators $\mathcal{H} \rightarrow \mathcal{H}$, that is $a \in \mathcal{A}$ if

$$
\|a\|_{2}^{2}:=\operatorname{tr}\left(a a^{*}\right)=\sum_{i}\left\|a e_{i}\right\|^{2}<\infty
$$

for some (hence any) orthonormal basis $\left\{e_{i}\right\}$ of $\mathcal{H}$. Recall that

$$
<a, b>:=\operatorname{tr}\left(a b^{*}\right)
$$

is an inner product on $\mathcal{A}$ and if $\|\cdot\|$ denotes the usual operator norm then

$$
\begin{equation*}
\|\cdot\| \leq\|\cdot\|_{2} \tag{7.1}
\end{equation*}
$$

It is a standard fact that $(\mathcal{A},<,>)$ is a Hilbert space. Note also that the Cauchy-Schwarz inequality

$$
\left(\operatorname{tr}\left(a b^{*}\right)\right)^{2} \leq \operatorname{tr}\left(a a^{*}\right) \operatorname{tr}\left(b b^{*}\right)
$$

with $a=v w, b=w v$, where $v=v^{*}$ and $w=w^{*}$ yields

$$
\operatorname{tr}(v w v w) \leq \operatorname{tr}\left(v^{2} w^{2}\right)
$$

Now let $\operatorname{Sym}=\left\{a \in \mathcal{A}: a=a^{*}\right\}$ and Pos $=\exp \{\operatorname{Sym}\} \subset I+$ Sym, where $\exp$ is the usual exponential map and $I$ is the identity operator. Pos is an infinite dimensional Riemannian manifold with the metric

$$
<v, w>_{p}:=\operatorname{tr}\left(p^{-1} v p^{-1} w\right)
$$

$p \in \operatorname{Pos}, v, w \in \operatorname{Sym} \simeq T_{p}$ Pos. Let $d$ be the associated distance function.
The arguments in [La, Ch. XII] show that (Pos, $d$ ) is a complete metric space satisfying the semi-parallelogram law and also that the operators $\exp \{\mathcal{A}\}$ act on Pos by isometries,

$$
p \mapsto[\exp (a)] p:=\exp (a) p \exp (a)^{*}
$$

Hence this is a situation in which Theorem 2.1 applies.
Corollary 7.1. Let $u(n, x)$ be an integrable cocycle taking values in $\exp \{\mathcal{A}\}$. Then for almost every $x$ there is an operator $\Lambda(x)=\exp (v(x)), v(x) \in \operatorname{Sym}$, such that

$$
\frac{1}{n}\left\|\log \left(\left[\Lambda^{-n}(x) u(n, x)\right] I\right)\right\|_{2}=\frac{1}{n}\left(\sum_{i}\left(\log \mu_{i}(n)\right)^{2}\right)^{1 / 2} \rightarrow 0
$$

where $\mu_{i}(n)$ are the eigenvalues of $\left[\Lambda^{-n}(x) u(n, x)\right] I \in$ Pos.

The following Lyapunov regularity statement is a consequence of this corollary.
Let $\left\{f_{i}(x)\right\}$ be the orthonormal basis of $\mathcal{H}$ consisting of eigenvectors of $\Lambda(x)$, so $\Lambda(x) f_{i}(x)=\exp \left(\lambda_{i}(x)\right) f_{i}(x)$. For $z=\sum_{i} z_{i}(x) f_{i}(x) \in \mathcal{H}$, let

$$
\lambda_{z}(x)=\sup \left\{\lambda_{i}(x): z_{i}(x) \neq 0\right\} .
$$

Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left\|u(n, x)^{-1} z\right\|=-\lambda_{z}(x) . \tag{7.2}
\end{equation*}
$$

In [R], Ruelle obtained this type of multiplicative ergodic theorems for more general classes of operators. Note, however, that in the case of the Hilbert-Schmidt operators that we consider here, it is not clear that Corollary 7.1, which in infinite dimensions is a stronger statement than (7.2), can be proved by the methods in [R].
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