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Abstract

In this paper, we present a near infrared (NIR) image

based face recognition system. Firstly, we describe a design

of NIR image capture device which minimizes influence of

environmental lighting on face images. Both face and facial

feature localization and face recognition are performed us-

ing local features with AdaBoost learning. An evaluation

in real-world user scenario shows that the system achieves

excellent accuracy, speed and usability.

1. Introduction

Face recognition has received significant attention dur-

ing the past years[1, 2, 3, 4]. This is partly due to

recent technology advances initially made by work on

eigenfaces[5, 6], and partly due to its wide potential appli-

cations.However, the problem of face recognition remains a

great challenge after several decades of research.

Whereas the shape and reflectance are the intrinsic proper-

ties, the appearance of a face is affected by extrinsic fac-

tors, including illumination, pose and expression. Vari-

ations brought about by extrinsic factors make individ-

ual face manifolds highly complex [7, 8, 9]; It is difficult

for conventional methods to achieve high accuracy,even in

cooperative-user conditions, such as access control, ma-

chine readable travelling documents, computer login and

ATM.

To achieve high accuracy, the recognition should be per-

formed based on intrinsic properties, and the algorithms

should be able to deal with unfavorable influences due to

extrinsic factors and mis-alignment. There are two ways to

validate this assumption: by processing the face image or by

minimizing extrinsic factors before the image is processed.

The former is the approach that has been adopted by most of
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current research and has not been very successful. The lat-

ter is what we adopt and is presenting in this paper. Our as-

sumptions are that the user is cooperative and that an appli-

cation is in a moderate environment such as in door. These

are valid for many useful applications.

To avoid the problem caused by illumination

changes(and other changes), several solutions have

been investigated into. One is to use 3D technique data

obtained from a laser scanner or 3D vision method[10, 11].

For real-world applications, the mainly disadvantage are

intensive computation and high capture device price. The

other is to use invisible imagery. Recognition of faces using

infrared imaging sensors has become an area of growing

interest[12, 13]in recent years. Thermal infrared technique

have been used in face recognition system, which have

advantages in face detection, detection of disguised faces,

and face recognition under poor lighting conditions[14].

However, thermal infrared is not desirable because of the

higher cost of thermal sensors and its instability in different

temperature. Whereas near infrared (NIR) has attracted

more and more attention due to its preferable attribute and

low cost[15, 16, 17], which is also adopted in this paper. In

[15], face detection is performed by analyzing horizontal

projections of the face area using the fact that eyes and

eyebrows regions have different responses in the lower and

upper bands of NIR.In [16], facial features are detected by

analyzing the horizontal and vertical projections of the face

area, following a homomorphic-filtering pre-processing.

However, in these methods, the physical properties of

facial features are not taken into account. As a matter

of fact, thick spectacle frames or high specular reflection

would make the accuracy decrease drastically. In [17], face

recognition is done using hyperspectral images captured

in 31 bands over an NIR range of 0.7µm-1.0µm; invariant

features are extracted using the fact that multi-band spectral

measurements of facial skin differ significantly from

person to person; and recognition is performed based on

the invariant features.

In this paper, we present an NIR image based face recog-

nition system. The main contributions are in the following:



First, we employ a novel design of image capture device to

obtain filtered NIR images containing most relevant, intrin-

sic information for face detection and recognition, with ex-

trinsic factors minimized. Then we construct a facial feature

detection system based on local feature representation and

tree-like boosting classifier that can precisely localize face

and eye in NIR images with very high speed, even specular

reflectance on eyeglasses. Finally, the recognition engine

is built upon a learning-based procedure, with Local binary

patterns [18, 19] features and an AdaBoost classifier. An

evaluation in real-world user scenario shows that the sys-

tem can achieve excellent accuracy, speed and usability.

The rest of the paper is organized as follows: Section 2

describes the design of the imaging hardware. Sections 3

describes the LBP representation and AdaBoost learning

method. Section 4 presents the system, including facial fea-

ture localization and face recognition modules. Section 2

describes the result of system evaluation.

2. Hardware Design

In order to avoid the problems arising from variable

illumination, we mount some near infrared (NIR) light-

emitting diodes(LEDs)on the hardware device to provide

frontal, active lighting. Then we use a long pass opti-

cal filter on the camera lens to cut off visible light while

allowing NIR light to pass. The wavelength of the NIR

LEDs is 850nm, most of CCD or CMOS sensors have suf-

ficient response to this spectrum. After clearly adjust the

strength and positon of the NIR active lighting, we can

achieve nearly ”idealized” face images for recognition. Fig-

ure 1shows example images of a face illuminated by both

frontal NIR and side environmental light. We can see that

the quality of face images is barely influenced by the envi-

ronmental light. This will be of great benefit to face recog-

nition.

Figure 1. Upperrow:5 color images of a
face. Lowerrow:The corresponding NIR
filtered images.

An NIR face image captured from our device is amicable

for face detection and recognition because it delivers intrin-

sic, most relevant information about a face for person iden-

tification, without the need for complicated preprocessing.

According to the Lambertian model, an image I(x, y) under

a point light source is formed according to the following

I(x, y) = ρ(x, y)n(x, y)s (1)

where ρ(x, y) is the albedo at surface point (x, y), n =
(nx, ny, nz) is the surface normal (a column vector) in the

3D space, and s = (sx, sy, sz) is the lighting direction (with

magnitude). Multiple point lights may be approximately

linearly combined into a single s. Here, albedo ρ(x, y) is the

photometric property facial skin and hairs, n(x, y) does the

geometric shape of the face; the product of ρ(x, y)n(x, y)
well encodes the intrinsic information about the face at a

fixed pose.

When the lighting of the face is in the frontal direction as

a result of the hardware design, the image is approximated

as

I(x, y) ∝ ρ(x, y)nz(x, y) (2)

It is subject to a multiplying constant due to a change in

the absolute intensity of the lighting due to a variation in

the distance between the face and the lights (however, such

variations can be easily coped with by using the LBP rep-

resentation, as will be detailed later). This much simplifies

the subsequent processing tasks such as face detection, fa-

cial feature detection and thereby face recognition.

3. Face Processing Algorithms

3.1. Local Feature Representation

We adopt local binary patterns to encode the local micro-

structures of images. The original LBP operator, introduced

by Ojala [18], is a simple yet powerful method for texture

analysis. The basic form is illustrated in Fig.2. The bi-

nary bits describing a local 3x3 subwindow are generated

by thresholding the 8 pixels in the surrounding locations

by the gray value of its center; the feature vector is formed

by concatenating the thresholded binary bits anti-clockwise.

There are a total of 256 possible values and hence 256 LBP

patterns denoted by such an LBP code; each value repre-

sents a type of LBP local pattern.

Obviously, the LBP code representation is invariant to

any monotonic transformation on pixel values because the

code does not change the ordering relationships between

pixel values. Therefore, it is very suitable for representing

faces which are illuminated from a fixed direction but with

the lighting intensity changes. Several extensions to the ba-

sic form of LBP can be made, including using multi-scale

neighborhoods, and using a “uniform” subset of the LBP

string [20]. The LBP operator at a scale can be denoted as

LBP(P,R) where R is the radius of the circle surrounding the



Figure 2. The LBP code for a 3x3 window.

center, and P is the number of pixels on the circle. Varying

R and P gives rise to multi-scale LBP operators.

The uniform subset is denoted by LBPu2
(P,R). Consider-

ing neighboring relations between bits in the circular sense,

an LBP string is called uniform if it contains at most 2 bit-

wise transitions from 0 to 1 or vice versa (see [20] for de-

tails). For example, (0001111) and (11111111) are uni-

form LBP patterns whereas (0001101) is not. There are

a set of 58 possible uniform LBP patterns. All the non-

uniform ones can be represented by a wildcard code which

we denote as code 0. This way, the use of the LBPu2
(8,1)

operator results in a set of 59 LBP patterns, denoted by

= {0, 1, 2, . . . , 58}. It is noted that the uniform subset

accounts for about 90% of all configurations for the (8,1)

neighborhood and for 70% for the (16,2) neighborhood.

The extensions have shown to produce excellent results for

texture related classification in terms of accuracy and com-

putational complexity in many empirical studies [20].

Recently, the LBP representation has been used for face

detection and recognition [19, 21]. For face detection [21],

a 19x19 face image is divided into 9 overlapping regions of

10x10 pixels. From each region, a 16-bin histogram is com-

puted using the LBP4,1 operator, results into a single 144-

bin histogram. The LBPu2
8,1 operator is applied to the whole

19x19 face image, resulting in a 59-bin histogram. The two

histograms are concatenated to form a (59+144=203)-bin

histogram as a face representation. An SVM classifier is

then trained with face and nonface examples represented in

the 203-Dim feature vectors.

For face recognition [19, 21], an input face image is di-

vided into 42 blocks of size w by h pixels. Instead of us-

ing the LBP patterns for individual pixels, the histogram of

59 bins over each block in the image is computed to make

a more stable representation of the block. The Chi-square

distance is used for the comparison of the two histograms

(feature vectors)

χ2(S, M) =

B∑

b=1

(Sb − Mb)
2

(Sb + Mb)
(3)

where Sb and Mb are to the probabilities of bin b for the

corresponding histograms in the gallery and probe images

and B is the number of bins in the distributions. The final

matching is based on the weighted chi-square distance over

all blocks.

We believe that the above scheme lacks optimality. First,

a partition into blocks is not optimized in any sense and

ideally all possible pixel locations should be considered.

Second, manually assigning a weight to a block is not opti-

mized. Third, there should be better matching schemes than

using the block comparison with the Chi-distance.

3.2. AdaBoost Learning

We extract a feature vector for each interior location in

a face/eye image. The LBPu2
8,1 is used as the base operator.

For each interior pixel location, a histogram is computed

over a local sub-region of radius R centered at that pixel.

For the interior area of size W ′ × H ′ for a face image of

size W × H , the feature vector is of D = W ′ × H ′ ×
59 dimensions (determined by both pixel locations and the

LBP pattern types), each entry is a number of counts for the

occurrences of the corresponding LBP pattern in the local

region.

We use the LBP histograms at all interior pixels to de-

scribe a face (and nonface/noneye in the case of face/eye

detection). There are D = W ′×H ′×59 dimensions in this

initial feature set. However, not all the local regions are use-

ful or equally useful, nor are so for the all the LBP patterns

(histogram bins). Also, manually assigning weights to dif-

ferent blocks or locations is not optimized as mentioned in

the above; especially when there are a large number of pos-

sible regions which we start with, it is intractable to man-

ually assign weights to them. Therefore, instead of using

a Chi-square distance [19, 21] and weighted sum of block

matches for matching between two faces, we adopt a statis-

tical learning approach. The need for a learning is also due

to the complexity of the classification. The classification

here is inherently a nonlinear problem.

An AdaBoost learning procedure [22] is used for the se-

lection of most effective features and construction of clas-

sifiers for face/eye detection and face matching. The learn-

ing procedure performs two tasks: (1) learning to select the

most effective features and (2) thereby construct a best clas-

sifier in some sense.

4. Building the System

4.1. Face and Eye Detection

For face detection, an example is a 21x21 image, con-

taining a face or nonface pattern. The training set consisted

of 43, 000 frontal upright NIR faces images, about 40% of

them with glasses and 15% with eye closed. 107 nonface



examples are used. Sub-regions of varying sizes from 5× 5
to 11 × 11 with step size 3 in both directions are used for

computing the LBP histogram features for the local regions,

which generates all possible features composed of all the 59

scalar features at all the locations. The candidate weak clas-

sifier at a pixels location is made by thresholding on a scalar

feature, and a cascade of strong classifiers is trained using

AdaBoost [23]. Given a detection rate of 99%, the false

alarm rate is reduced to below 10−7 with a trained cascade

of 7 strong classifiers, composed of 87 weak classifiers.

Figure 3. Eye examples can be grouped into
four subclasses

Similarly for eye detection, about 86, 000 eye and

3, 000, 000 noneye examples are used where the noneye ex-

amples are collected mainly from the upper-part of face im-

ages. The examples are 21x15 images. Eye localization

with glasses is more difficult than face detection when spec-

ular reflection is present on glasses. A single eye detector

for all cases, with and without glasses, is often overstrained.

We therefore group the eye patterns into four categories, left

and right eyes, with and without glass, shown in Figure 3.

Then we train multiple specialized eye detectors using cor-

responding group of examples.

Figure 4. Flowchart of treelike classifier

This suggests a classifier tree, shown in Figure 4, using

a coarse-to-fine strategy, where every detector is a cascade

of strong classifiers. First, a coarse (level-1) eye detector

is applied. This is a cascade of 4 strong classifiers, trained

with all types of eye examples. It consists of only 25 weak

classifiers, but can detect all possible eye candidates, while

rejecting more than 95% non-eye examples. Then eye can-

didates are then passed to a specialized no-glass eye detec-

tor (classifier-A) at level-2. It works accurately with a cas-

cade of 6 strong classifiers. If failed, the subwindow is then

passed to a specialized eye-with-glass detector (classifier-

B) trained using examples of eyes with glasses. The result

of the latter two eye detectors is finally fused to make the

final decision for the eye locations. Figure 5 shows some

examples of face and eye detection.

Figure 5. Examples of face and eye detection

in NIR images.

In the testing phase, the search for face detection is per-

formed over the entire image, whereas that for eye detection

is limited to a sub-region in the upper-part of the face rec-

tangle. The detectors run very fast, at a speed of 32.3ms per

frame on a P4 3.0GHz PC, for detecting the face and eyes

in a 640x480 image.

4.2. Face Recognition

Face matching is a multi-class problem. One possibil-

ity is to train a classifier using positive training examples

of each client and negative examples from all other clients.

This would require a training process when a new client

is added, which is an inconvenience because the training

would takes time. Therefore, we adopt the intra-personal

and extra-personal dichotomy [24] to convert the multi-

class problem into one of two-class. The idea is to train a

two-class classifier in the training phase, with intra-personal

and extra-personal training examples. In this work, the dif-

ferences are derived between LBP feature vectors, instead

of doing differences between images as in [24]. This is



important because doing image differences between images

would lose important information in the LBP encoding. In

the testing phase, the matcher compares two learned LBP

feature vectors, calculate the similarity score, and make a

decision whether they come from the same individual or

not.

For face matching, a face image is of size W × H =
110 × 120, cropped based on the locations of the two eyes.

The interior area is of size W ′ × H ′ = 94 × 100 pix-

els for sub-regions composed of pixels within an ellipse

of “horizontal radius” of RW = 8 and “vertical radius” of

RH = 10. An original LBP feature vector is a histogram of

LBP codes computed for a sub-region. The LBPu2
(8,1) oper-

ator is used, and so the original feature vector for a face is

of 94 × 100 × 59 = 554600 dimensions.

An intra-personal LBP feature vector is then derived as

the difference between two original LBP feature vectors

computed from a pair of two images of the same person,

whereas an extra-personal LBP feature vector is the dif-

ference between two vectors computed from a pair of im-

ages of two different persons, both being 554600 dimen-

sional. In the AdaBoost training phase, the intra-personal

and extra-personal training data are generated from all intra-

personal pairs and extra-personal pairs, respectively. In the

testing phase, the input is two face images, or two feature

vectors derived therefrom; the LBP-difference is computed

from the two vectors and sent to the trained classifier. The

classifier outputs a similarity score and makes a decision to

answer the question of whether or not the two images.

In the training phase, the weak classifiers, strong classi-

fiers and cascade are learned in a similar way to the training

phase for face/eye detection. A cascade of classifiers are

learned from intre- and extra-class training data. There are

104 face images of 1000 persons, 10 images each. A train-

ing set of about 45 × 103 intra-personal and 5 × 107 extra-

personal examples are generated. The target false rejection

rate is 1% for training a strong classifier. The resulting cas-

cade consists of 10 strong classifiers with about 1800 weak

classifiers. The false acceptance rate is reduced to below

10−7 with an accuracy of 94.4% on the training set. Fig-

ure 6 shows the ROC curve for the present method obtained

on a test data set, which shows a verification rate (VR) of

90% at FAR=0.001 and 95% at FAR=0.01. In comparison,

the corresponding VR’s for the PCA (with Mahalanobis dis-

tance) and LDA on the same data set are 42% and 31%,

respectively, FAR=0.001; and 62% and 59% at FAR=0.01.

In the testing phase, the face and then eyes are detected;

the face region is cropped according to the eye centers;

the learned features are computed over the crop region and

then matched to each gallery feature vector; and finally the

matching score is delivered. The matching engine runs at

a speed of 56 ms per frame on the P4 3.0GHz PC, for a

database of 1000 persons, 5 images per person.

Figure 6. ROC Curves for verification on a test
data set.

5. System Evaluation

The system evaluation was in the form of scenario eval-

uation [25], for 1-N identification in an access control and

time attendance application in the CASIA office building.

The participation protocol was the following: 870 persons

were enrolled, with 5 templates per person recorded. Of

these, 30 were workers in the building and 840 were col-

lected from other sources unrelated to the building environ-

ment. The 30 workers were used as the client persons while

the other 840 were used as background persons. The en-

rolled population was mostly composed of Chinese people

with a few Caucasians. The enrollment was done at sites

different from the sites of the client systems. The tests with

the client persons were aimed at collecting statistics of the

correct recognition rate and false rejection rate. On the other

hand, 10 workers participated as the regular imposters (not

enrolled), and some visitors were requested to participate

as irregular imposters. This provided statistics of correct

rejection rate and false acceptance rate.

The 30 clients and 10 imposters were required to report

to the system 4 times a day to take time attendance, twice

in the morning and twice in the evening when they started

working and left the office for lunch and for home. Not all

workers followed this rule strictly, whereas some did more

than 4 times a day. Some client people deliberately chal-

lenged the system by exaggerated expressions or occlud-

ing part of the face with a hand, so that the system did not

recognize them. We counted these as invalid sessions. Only

those client sessions which were reported having problems

getting recognized were counted as false rejections. On the

other hand, the imposters were encouraged to challenge the

system to get false acceptances.

After a period of one month evaluation, the system has

demonstrated excellent accuracy, speed, usability and sta-

bility under varying indoor illumination, even in the com-



plete darkness. The statistics of the scenario evaluation is

summarized as follows:

• 1725 client sessions were performed, with 1721 suc-

cessful acceptances and 4 false rejections, meaning a

success rate of 99.77%;

• 1096 imposters (visitors included) were performed,

with 3 false acceptances and 1093 rejections, meaning

a success rate of 99.72%;

• There were 840 background persons who did not par-

ticipate in the tests, none of those were matched to.

From the statistics, we can see that the equal error rate

was below 0.3%. Hence, we conclude that the system has

achieved high performance for cooperative face recogni-

tion.

6. Conclusion and Future Work

This paper has described a highly accurate face recog-

nition system using near infrared images. The novel NIR

image hardware provides face images invariant to illumina-

tion, a good basis for face recognition. The coarse-to-find

face and eye detector tree can detect face and eyes accu-

rately in high speed, even with specular reflectance on eye-

glasses due to active NIR illumination. The face recognition

system achieves high accuracy for cooperative face recog-

nition in indoor environments. The evaluation in real-world

user scenario demonstrated excellent accuracy, speed and

usability of the system.

Future work includes the following: The first is to im-

prove the imaging hardware and recognition engine to deal

with influence of NIR component in outdoor sunlight. The

second is to improve tree-like classifier to construct the tree

automatically. The third is to study the performance of the

matching engine in mobile devices.
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