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Abstract- With maturing of AUV technology and underwater 
acoustic modem technology, networks of AUVs have come into 
the focus of research on future systems for ocean observation and 
monitoring. In this paper, we propose a networking algorithm for 
communication within a group of AUVs deployed on a coopera- 
tive mission in an area covering several square kilometers. The 
algorithm is based on a time-scheduled operation which enables 
the AUVs to locate each other by measuring the inter-vehicle 
signal propagation delays and by exchanging localization maps. 
The vehicles transmit high-rate PSK signals which can directly be 
used for delay measurements. At the end of every time-slot, as- 
signed for transmission from a single vehicle, each ofthe receiving 
vehicles updates its map based on the newly measured delay from 
the transmitting vehicle, the stored value of own map, and the 
value of the map as known by the currently transmitting vehicle. 
The so-built map may be used directly for localization, and also 
in a routing table for subsequent location-based dynamic routing 
of data packets. An example system provides a delay resolution 
on the order of tenth of a millisecond, and a map updating iuter- 
Val on the order of ten seconds. The basic algorithm operation is 
demonstrated using a network of several vehicles. 

Index Terms- Underwater acoustic communications, au- 
tonomous underwater vehicles, multiple vehicle localization, ad 
hoe communication networks. 

1. INTRODUCTION 

With maturing of the autonomous underwater vehicle (AUV) 
technology and with the availability of reliable underwater 
acoustic modems, the idea of deploying multiple AUVs on a 
coordinated mission becomes a realistic goal. Multiple AUVs 
are increasingly thought of as a useful tool for operations such 
as area mapping for detection of objects on the ocean bottom, 
or plume tracking for pollution monitoring. While some of 
these tasks can be accomplished hy a single vehicle, benefits 
of multiple vehicle operation include increased system reliabil- 
ity, greater speed and higher quality of measurements. 

The number of vehicles in the system depends on the ap- 
plication. Undersea search and survey missions, for example, 
involve simultaneous operation of various types of underwater 
vehicles, at operating distances ranging from very long (100 
km) to short (100 m). While systems consisting of a small 
number of vehicles are likely to he demonstrated in the near 
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future, larger fleets of mobile underwater instruments will re- 
quire a more extensive research phase before they, too, become 
operational. 

Deployment of multiple AUVs on a coordinated mission re- 
quires the vehicles to behave in a cooperative manner. An 
example of a mission that can be better accomplished by mul- 
tiple AUVs is mapping of an underwater area. Mapping can be 
performed faster and more accurately if multiple vehicles oper- 
ate in collaboration. An AUV builds a map by combining the 
navigation information with the sensor data. When the locally- 
generated map is simultaneously used for localization, the task 
is known as concurrent mapping and localization (CML). In a 
multiple vehicle configuration, CML requires each vehicle to 
know relative locations of other vehicles in the group in addi- 
tion to the baseline environment description. This task can be 
performed by sharing the navigation and the sensor informa- 
tion between the vehicles. In particular, collaborative naviga- 
tion refers to using the navigation and sensor information from 
other vehicles to improve one’s own position estimate, while 
collaborative mapping refers to sharing the sensor information 
between the vehicles to build a larger and more accurate global 
map. A method for multiple vehicle CML was investigated in 
[I]. The algorithm for combining the sensor measurements 
was specified and the improvement in accuracy of feature ex- 
traction (map building) obtained by use of multiple vehicles 
was quantified. 

The Ch4L system of [I] is an example of a system that re- 
lies on the capability of submerged autonomous instruments to 
exchange information in a wireless manner. Today, acoustic 
modems exist which can transmit information at several kilo- 
bits per second over distances of several kilometers. Feasibil- 
ity of integrating acoustic communications and navigation has 
been demonstrated experimentally using the prototype acoustic 
modems developed at the Woods Hole Oceanographic Institu- 
tion [2]. However, to enable information exchange between 
multiple AUVs equipped with acoustic modems, a communi- 
cation protocol needs to be developed. Design of a communi- 
cation protocol to aid concurrent mapping and localization by 
multiple AUVs is the subject of this paper. More broadly, such 
protocols are of interest to any application involving multiple 
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AUVs accomplishing a collaborative task [3]. 
The focus of the present project is on a small number of 

vehicles deployed in an unknown area. The vehicles initially 
have no knowledge about location of other vehicles in the sys- 
tem. Their goal is to form a communication network and to 
build a map of relative vehicle locations, e.g. inter-vehicle dis- 
tances. The two tasks are accomplished simultaneously, thus 
integrating acoustic communications and navigation. Because 
the vehicles have no prior knowledge of each other’s location, 
the communication network must be built from scratch. Within 
the framework of the present project, network connections are 
to be established between autonomous distributed users. with- 
out assistance from a common base station. Such networks are 
often called ad hoc wireless networks, and have recently re- 
ceived much attention in the context of radio communications 

The communication protocol that we propose provides each 
node with a matrix of inter-node distances, which can be used 
for subsequent dynamic routing. Hence, this procedure implic- 
itly sets up a communication network. The protocol is based 
on a time-scheduled operation, which prevents simultaneous 
transmissions while the node locations are not known. 

While the proposed communication protocol does not de- 
pend on the multiple-access capability, direct-sequence spread- 
spectrum signals, normally used in code-division multiple- 
access (CDMA) systems, offer advantages to the application 
of interest. High-resolution pseudo-noise (PN) sequences can 
be readily employed to measure delay between two communi- 
cating nodes. The delay is directly proportional to the distance 
between the two nodes, which represents the desired entry in 
the map of relative vehicle locations. In addition, high-rate 
PSK signals inherently offer. a degree of multiple-access inter- 
ference suppression on frequency-selective underwater acous- 
tic channels [4]. This property is beneficial for the network 
scenario considered, where unintentional simultaneous trans- 
missions may occur due to imperfect clocking. Should data 
packets collide at a receiver, the receiver’s ability to extract 
the desired user’s signal will prevent loss of information or the 
need for retransmission. 

In Sec.11 we give a brief overview ofthe system considered, 
The communication protocol is described in Sec.111. Sec.N 
addresses the use of localization map in routing of data packets 
Finally, Sec.V summarizes the conclusions. 

[TI. 

11. SYSTEM DESCRIPTION 

A hypothetical undersea search and survey system of AUVs 
is considered to consist of a small number of vehicles. The 
vehicles are dropped initially at distances of several 100 me- 
ters to uniformly cover an area to be mapped. The vehicles 
are capable of moving at varying speeds ranging from zero to 
approximately 5 knots. These system parameters are used to 
provide a sense of the system size, rather than to represent a 
concrete design. 

Fig.1 schematically represents five vehicles (users 1-5) lo- 
cated approximately uniformly in shallow water. When a ve- 
hicle transmits, it uses certain transmission power, PT, which 
is sufficient to cover a range d. The received power is 

PR = P r / A ( d )  (1) 

where A(d) is the attenuation. The attenuation is given by 

A(d)  = d a d  (2) 

where k is the energy spreading factor (k=1.5 for “practical” 
spreading) and a represents the absorption coefficient that de- 
pends on the canier frequency fc. ’ 

A connection between the transmitter and a receiver is said to 
be established when the received power exceeds a pre-specified 
threshold PR. If a distant vehicle receives signal of power less 
than PR it is out of the communication range. (The distant 
vehicle is either unable to hear the signal, or it decidcs delib- 
erately that the signal is too weak to be relied. upon.) Fig.1 
shows a 1 x 1 normalized square area with connections indi- 
cated for each two vehicles separated by less than d,,,=0.7. 
To achieve connections within this distance, the transmitter 
power P, = PRA(d,,,,) is needed. By increasing the trans- 
mission power to some Pr = PRA(d,,,), connections can 
be established between all the vehicles within the design area. 
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Fig. 1 .  A placement of vehicles within a square am. 

To estimate the distances between them, vehicles transmit 
an unmodulated PN sequence at rate R,. Current design of 
WHO1 modems supports quadrature transmission in a 5 kHz 
bandwidth. At the chip rate of R, = 5 kcps (kilochips per 
second), delay resolution of T, = 0.2 ms is achieved. Vehicles 
are assumed to have a notion of absolute time. Time-keeping 
capability depends on the type of vehicle, although in general it 
is possible to outfit any vehicle with a clock that is good enough 

605 

Authorized licensed use limited to: Oxford University Libraries. Downloaded on June 9, 2009 at 06:26 from IEEE Xplore.  Restrictions apply.



to run for about 8 hours and stay within a few milliseconds of 
a fixed standard. 

Inter-vehicle delay estimation is performed by matched- 
filtering the received probe signal using the known code. De- 
lay estimation in the presence of unknown Doppler shift can he 
performed by selecting a relatively short sequence period, and 
transmitting several such periods within a probe signal. AI- 
ternatively, a short sequence can be followed by a longer one. 
For example, a short sequence period of N, = 1 5  chips can be 
selected. A cross-correlation between the received signal u ( t )  
and the known sequence ~ ( t )  is then performed over a single 
period Tp, giving a coarse estimate of the arrival time of the 
signal: 

Tn 
i = a r g m a x l l  w ( t  + .i)pE(t)dt/ (3) 

At a carrier frequency of 50 kHz, and velocity less than 5 
knots, the total phase change over the duration of the short 
sequence will be less than n/Z, which allows coarse timing 
estimation. Using this initial estimate, it is now possible to 
align the received signal in time with the entire probe p ( t ) ,  
and perform estimation of the Doppler frequency shift: 

fd = argmaxFT{w(t + i ) p ‘ ( t ) ]  (4) 

where FT( . )  indicates the Fourier transform taken over the 
entire probe interval. Finally, delay estimation can be refined, 
using the Doppler-compensated received signal. Assuming that 
the frequency offset is caused by a relative vehicle motion at 
velocity v, it follows that fd = fcu/c, where c is the speed of 
sound. Thus, the received signal can be corrected in frequency 
using the estimate (or, equivalently, the estimate of vejocity) 
and resampled, i.e. corrected in time, by a factor I / ( l+fd/  fc). 
The so-obtained signal can be used for a second round of delay 
estimation, which yields a refined delay estimate. However, the 
initial coarse estimation may be sufficiently accurate. 

Most vehicles use a combination of long-baseline acoustic 
navigation (i.e. ranges to transponders at known locations to 
determine geographic position), and GPS-aided inertial naviga- 
tion. Thus, a vehicle knows its position to within a few meters, 
or at least a few tens of meters, depending upon the quality of 
the navigation sensors. If a vehicle moves at maximal velocity 
of 5 knots, it traverses 2.5 m in 10 seconds. Assuming that 
moving by 25 m warrants an updated map, we set Z’,,=IO s as 
the needed updating interval. 

Depending on the actual application, the location informa- 
tion and m y  other information that a vehicle gathers may he 
appended to the PN probe. This additional information is de- 
coded at the receiver using an adaptation algorithm suited to the 
type of signals transmitted. High-rate phase-coherent digital 
signals are well supported by the time-scheduled operation that 
we describe in the following section. The choice of a signaling 
method depends on the system requirements. If it is desired to 
protect the system from unintended listeners, direct-sequence 

fd 

spread-spectrum should be used. A hypothesis-feedback rc- 
ceiver, described in [5]  provides a means for detecting spread- 
spectrum signals in the presence of high Doppler shifts caused 
by the system mobility. This technique also enables code- 
division multiple-access. If low-probabilityof-intercept (LPI) 
is not required, the communication technique of [4] offers good 
performance. This technique uses high-rate, coded PSK sig- 
nals, and was demonstrated to effectively suppress multiple- 
access interference coming from a small number of users on a 
shared multipath channel. As such, it appears suitable for use 
in a multiple A W  scenario, where a receiver may be exposed 
to only a few interferers. The only parameter a receiver needs 
to know in order to tune into the signal of the desired trans- 
mitter is that transmitter’s training sequence. Finally, array 
processing, even with a small number of receiving elements 
(four can currently be mounted on a vehicle equipped with the 
WHO1 prototype modem), provides excellent performance in 
terms of multiple-access interference suppression [6]. Because 
the users’ signals amve through different channels, an array 
processor effectively enables space-division multiple-access. 

Ill.  COMMUNICATION PROTOCOL 

The communication protocol is based on scheduled transmis- 
sions from vehicles (users, communication nodes) that form the 
network. Let us assume that there are N users, who need to 
transmit in a time frame of duration TF. The frame duration 
must satisfy the desired updating interval, 

Within one frame, each vehicle is allocated a time slot of du- 
ration T F I N .  The structure of the time frame is shown in 
Fig.2. 

user I us= 2 user N “SeT I . . .  

, , 

Fig. 2. Time schedule. N slots make one frame. Time slot, shown for 
user 2, ConSists of an interval reserved for processing Ihe information received 
during the previous time slot (X), transmission of pmbe (P), user’s address 
(U2), and w e n t  value of the map. Idle guard interval is chosen long enough 
to allow all panicipants to hear user 2 before the ne- slot (with transmission 
from user 3) begins. 

A slot begins with an interval of time of duration Tx re- 
served for processing the information received during previous 
slot and preparing the data to be transmitted in the current slot. 
Transmission of a data packet then begins. A packet is com- 
posed of the probe signal, which we chose the same for all 
users, the user’s number or address, the current value of the 
localization map and any additional message. The packet du- 
ration is denoted by T p .  Transmission of a packet is followed 
by a guard interval whose length is chosen such to allow the 
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packet to reach all the users. If the maximal distance between 
two nodes is denoted by d,,,, then the guard interval has to 
satisfy 

Tc ? d,,,/c = TD,., (6) 

(If the intended users are only those within some shorter dis- 
tance of the transmitter, the.guard time can be reduced; how- 
ever, there will exist a possibility of packet collisions, which 
necessitates receiver processing that is tolerant of multiple- 
access interference). 

Conditions ( 5 )  and (6)  can be used to determine the number 
of vehicles that can be supported over a given area. For exam- 
ple, if it is desired to map an zmaz x zmaz square area using 
a goup of vehicles, each of which samples the environment 
every IO s, then one can choose Tp=IO s, d,,, = zmaza, 
and the number of vehicles that can be supported is evaluated 
to be 

(7) 

Assuming that processing time Tx is negligible with respect to 
the propagation delay, and that Tp=ls, for a lkm x Ikm area, 
we find approximately that N = 5 vehicles can be supported. 
We now still have to verify that the assumed packet size is 
sufficient to accommodate the information ahout relative lo- 
cation of the five vehicles. At 5 kcps, the assumption seems 
reasonable. In general, the size of the packet will depend on 
the type of information (map) transmitted. For example, if we 
assume that the packet must at least contain the amount of in- 
formation proportional to the number of vehicles, T p  = N T I ,  
then the number of vehicles will be the solution of a quadratic 
equation, 

Again, these numbers are intended only to provide a sense of 
the system size; actual design would have to be conducted 
more conservatively. 

The basic idea of the communication protocol is that the ve- 
hicles maintain a map, or a database of navigation and travel 
time information available from all the vehicles in the sys- 
tem. At a minimum, the map contains a set of travel time 
measurements and vehicle locations. Additional information 
useful for navigation includes the transmitting and receiving 
platform course made good, speed over ground, and depth. Fi- 
nally, other data may be included which will allow concurrent 
mapping and localization algorithm to optimize position esti- 
mates. This information is considered to form a map M ( n )  of 
relevant localization parameters at time n. The map is updated 
from time measurements directly, and from the information re- 
layed by the transmitting vehicle. The value of the map during 
the n-tb time slot is M ( n )  = [ s i , j ( n ) ] ~ ~ ~ ,  where ~ ~ , ~ ( n )  rep- 
resents a vector containing the travel time measurement ri,j(n) 
between vehicle i and vehicle j ,  locations and other relevant 
parameters. 

By exercising the communication protocol described below, 
the vehicles update their maps and position estimates. The pro- 

, 

tocol is distributed among the nodes, and, hence, each vehicle 
maintains a copy of the map, denoted by M k ( n )  = [ ~ : , ~ ( n ) ]  for 
vehicle index k = 1,. . . N .  During a slot dedicated to a single 
transmitter, the other vehicles receive new information, which 
they process to update their maps for the next slot. In general, 
the updated map at receiver T is a function of the old (stored) 
version of its own map, the map relayed by the transmitter, 
and the latest delay calculated by processing the transmitter’s 
probe: 

M,(nj = F{M,(n - Ij,Mc(n - l ) , ~ t , ~ ( n ) } , ~  = 1 , .  . . N (9) 

Initially, the vehicles have no information about each other, 
and their corresponding map entries are set to ‘empty’ X .  
Transmission begins in the first frame by the vehicle whose 
assigned number is I .  This vehicle transmits the probe signal, 
followed by its identification code and its current position (ad- 
dress) and the current value of its map. By the end of slot 1, 
the data packet from vehicle 1 has arrived to all the vehicles 
within d,,,. The vehicles now process the received infor- 
mation to generate their maps. Let us illustrate the protocol 
operation using an example of N=4 vehicles. For simplicity, 
we keep track only of inter-vehicle travel times, as indicated 
by the map superscript T .  The complete map contains more 
than just the travel time information. 

Initial values: 
Slot 1. 

Transmission: node # 1 sends M;(I) (as part of overall map 
M I ( ] )  which in addition contains location of node 1 and 
other mapping information.) 
Slot 2. 
Processing: for slot # 2, newly measured parameters are 
T ~ , ~ , T I , ~ , T I , ~ .  Nodes 2,3,4 update matrices as follows. 

MT(2)  = MT(1j ( 1 1 )  

Processing for this slot consists only of entering the measured 
delays. If a vehicle does not hear the signal by the end of 
allotted time, or decides it is too low, it sets the corresponding 
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0 T:,2(4) 7?,3(4) x 
x x  x 0 

7:.3(4) o x  x ] 
x x  x o  

(19) 

delay to CO, or marks it X .  
Transmission: node # 2 sends Mi(2) .  
Slot 3. 
Processing: 
T ~ , I , T ~ , ~ , T z , A .  Nodes 1,3,4 update matrices as follows. 

for slot # 3, newly measured parameters are 
In this case, the updated value of &(4) is obtained by com- 
bining the old value ~ : , ~ ( 3 )  stored locally, and the value relayed 

0 T?,z(Z) x x by the transmitter &(3). 

(20) 

I [t x . x  0 

0 f ~ ' ? , z ( 3 ) , & ( 3 ) j  7?3(3) x x o x  
0 $3(3) x 

Y?,z (4) o x  Mg(4) = 

(15) 
x x x  

0 &(4) 7?:3(4) x 
x x  
x x  
x 0 7&(4) x 

x o  
(21) Ml(4) = M l ( 3 )  

In the above matrix computed at node I ,  the two observations, 
7&(2), obtained earlier, and the new observation, ~ . . , ~ ( 3 ) ,  are 
combined to obtain a single value. (Because the system is time- 
varying and the measwements are noisy, the values obtained 
in two directions are not the same.) 

X 

At node 2, 
M l ( 3 )  = M ; ( 2 )  (16) 

Vehicle #2 is the transmitting vehicle; hence, there is no pro- 
cessing to be performed. The only element of the matrix is 
kept at the same value: ~ ; , ~ ( 3 )  = &(2). 

At node 3, 

Transmission: node 4 sends M,'(4). This is the last transmis- 

Slot 5. 
Processing: for slot # 5 ,  newly measured delays are 
~ ~ , ~ , ~ q , ~ , r ~ , ~ .  Nodes 1,2,3 update matrices as follows. 

M l ( 3 )  = 

x o  sion of frame I .  

( I 7 )  

In this instance, the matrix is obtained from the stored value 
~13,~(2), the value relayed from the transmitter, ~ ; , ~ ( 2 )  and the 
value obtained by measuring the transmitter's probe, 7&(3). 
Through relaying, node 3 learns about the connection between 
nodes 1 and 2. Finally, 

MT(5) = 

1 0 f[T:,2(4).T?,2(4)] f[T:3(4),'+(4)1 7144(4) 
0 f [ d , 3 ( 4 ) , T z , 3 ( 4 )  7i4(4) 
X 0 7&(4) x X 0 

o x  
x x  x o  

0 Tt,z(s) 7?,3(5) 7:,4(5) 
x 0 7:,3(5) d.1(5) ] x x  0 731,4(5) x x  X 0 

(23) 

0 fIT?,2(4),7:,2(4)] fI'?3(4),7?3(4)l 7244(4) 
0 f[7&(4). &4)1 .7$4(4) 

0 $4 (4) 
(18) M i ( 5 )  = 

1 
=[; x 0 x ] 

[ 5 f[T:.2(3)17?,2(3)1 

0 7?,2(2) x 7?4(2) 

x x 0 
x x x o  
x 0 x &3) 

X 0 

0 X ~ Z A W  
0 7?,2(3) x 7[,4(3) 

x x o  
Transmission: node 3 sends M,7(3). 

Slot 4. 0 T?,z(S) 7?.3(5) T?4(S) 

Processing: 
73,1,  '3.2, 73,4. Nodes 1,2,4 update matrices as follows. 

x x x  0 
7;,3(5) 0 7$4(5) &(s) ] 

x x  X 0 

(24) 

1 0 fb?,2(4). 7?,2(4)l f [ 7 ? 3 ( 4 ) ,  Ti%)] T?,q (4) 
f[7&(4). &(4)1 4.4(4) 

for slot # 4, newly measured parameters are 

0 4 4 ( 4  
X x o  X X &(5) 0 

0 
X M;(4) = d,, (4) 

608 

Authorized licensed use limited to: Oxford University Libraries. Downloaded on June 9, 2009 at 06:26 from IEEE Xplore.  Restrictions apply.



change with time can be accomplished efficiently by the Bell- 
man Ford algorithm. When the network topology changes in 
time, so do the path lengths, which necessitates use of dynamic 
routing algorithms. 

With the advancement of radio networks, various dynamic 

(25) 

(26) 

1 0 7?,2(5) 7?,3(5) 7?,4(5) 

x x 0 735(5) x x  x 0 

x 0 4 d 5 )  7244(5) 

M Z ( 5 )  = MZ(4) ~. . ~. . 
routing algorithms, s,uitable for different environments and net- 
work configurations, have been developed [7]; however, it re- 
mains for the future to identify their applicability to acoustic 

Transmission: node 1 sends M;(5).  ' This is the first 
transmission of frame 2. 

underwater networks 131. Dynamic source routing (DSR) is a Finally, with the packet of the N-th slot processed, all the method that has been implementcd in an experimental wireless vehicles have built a full map. During the following slots, the 
radio network, intended for use by a small number of cars op- maps will he updated. 
erating in a local area [8]. The strong similarity between that If no vehicles are leaving or entering the network, during 
scenario and the acoustic network of a small number of AUVs the n-th slot, vehicle number n(mod)N will be transmitting. 
suggests DSR as a candidate for the latter application. However, a communication protocol must make provision for 

vehicles enteringileaving the network, A possible scenario is Source routing is a routing technique in which the node that 

the following. A new that comes inlo the area initially generates the message (source) determines the path through the 
listens to transmissions, this manner, i t  leamS the number network that the message will follow. The path, or the route, 
of vehicles currently present in the network, and assigns itself 
the next higher number, The vehicles that participate in the 
network occasionally send an invitation of the form ..if 
there is anyone new, let them speak at the end of this frame" 
(say every 10 minutes, i.e. 60 frames). A new vehicle is likely 
to hear at least one of these messages before the of the 
frame, and it may then join in, The next frame is devoted 
to announcing the new node. If two or vehicles happen 
to join the network during the same frame (an unlikely 
for the supposed small number ofvehicles) their transmissions 
will be detected as different, because of the very nature of the 

in In the 
simplest procedure, the vehicles will be left to decide on their 
own, by randomly choosing whether to nansmit or not in the 
frame following the collision. For this to occur, only a bi- 
nary feedback (correctierroneous) is needed from the already 
established nodes. It has to be mentioned that additional vehi- 
cles joining the network will cause the time frame to grow in 
duration, prolonging the updating interval as well. 

I f a  vehicle leaves the area, its absence will be noticed im- 
mediately by the closest neighbors (no data packet) and even- 
Nally by nodes that were out of direct reach (no relayed data). 
To prevent a vehicle that has left from occupying further time- 
slots, a control message can be sent. However, taking no action 
will work as well, the only penalty being the waste of time. 

is represented The Source lhen sends the 
message, along with the route, to the first On the routing 
list. The most prominent feature of this routing method is that 
relaying nodes do not have to perfom any routing decisions. 
Their Only task is Io the message to the next 'Ode 

indicated in the routing header of the Packet. The Simplicity 
of this method is obviously conditioned on its use in a small 
network, where it is easy for a source to determine the entire 
route to the destination. Below is a simple example of an on- 
going communication in which u1 sends a message to u5, u2 
sends a message Io u5, u3 sends a message to u43 u4 sends 

can be sent concurrently with the localization information, or 
regardless Of it. 
Slot 1: P,UI,M1$135D15 (slot 1 contains probe. Source ad- 
dress, localization map, 
'lot 2:  P,U2,M23R2353D25 
'lot 3: P,U3,M3,R135,D153R235,D25,R324,D34 (u3 for- 
wards packets from u1,U2; adds Own packet. BY the end 
of this slot, U5 gets data from UI,U2; U4 gets data from U3.) 
Slot 4 P,U4,M4,ACK43,R45,D45 (U4 acknowledges reCeP- 
lion to u3; sends data to u5.) 
'lot ': P,U53M5,ACK53,ACK523ACK543R542,D52. 

when applied Over a broadcast wireless channel, hop-by-hop 
fomarding provides an additional advantage in the mechanism 
Of Passive acknowledgments. Acknowledging a successfully 
received packet is a function normally performed on the data 
link layer of a network. This function is necessary for reliable 
packet delivery: whenever a packet is not acknowledged, its 
originating node will automatically retransmit it. Automatic 
repeat request (ARQ) is thus implemented, which guarantees 
eventual successful delivery. ARQ is especially important on 
poor quality channels, such as the underwater acoustic channel. 
Unfortunately, retransmission of an erroneous packet requires 
other packets to be put on hold, thus decreasing the network 
effciency. Long propagation delay and half-duplex operation 
of acoustic modems greatly contribute to poor link utilization, 

a list Of nodes. 

hjgh-resolution probe signals. A mechanism can then be set a message to U5, and U5 sends message to U2. Messages 

to assign the new vehicles different 

and data.) 

IV. ROUTING 
Implicit advantage of localization-driven communication is 

in the fact that each node generates the map of inter-node dis- 
tances (delays) which can s e n e  for routing of messages, both 
those related to localization and other messages. Routing is a 
network function which determines the hest path that a packet 
generated at a source node should take through the network 
of nodes to reach the destination node. Finding the shortest 
path through a network whose properties (path lengths) do not 
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which aggravates the network utilization as well. However, 
the broadcast nature of communication ensures that acknowl- 
edgments are automatically generated along a route. Consider 
transmission from U1 to U5. U1 decides that the route will be 
Ul,U3,US. Accordingly, it sends the packet to U3. U3, upon 
receiving this packet and checking its header, forwards it to 
US. But because the channel is broadcast, U1 overhears the 
transmission of its packet from U3, which it then takes as an 
acknowledgment. Thus, every time a packet is forwarded to 
the next node, the previous node will receive an acknowledg- 
ment. Only if the next node is the destination, there will be 
no such ‘passive’ acknowledgment. The destination node will 
thus need to actively acknowledge reception. 

If there is a failure on the link between U1 and U3, and 
U3 does not receive the packet, it will not forward it. U1 will 
then know that something is wrong with U3. It will make one 
of two decisions: to try again, or to take an alternate route to 
U5. If the destination is unreachable, this information will be 
back-propagated to the source. 

The way in which a source determines the “shortest path” to 
the destination depends on the optimization criterion. Actual 
path distance (in meters) is an optimal measure only when 
minimal delay of message delivery is the goal. However, this 
measure imposes severe requirements on energy consumption. 
Underwater instruments are battery-powered, and in certain 
applications care must be taken to conserve their power. To 
illustrate this effect, let us refer to Fig.1. For distances given 
in kilometers, the matrix of relative delays is calculated to be 

r 0 263 221 480 495 i 

Corresponding to each pair of nodes is the transmission power 
needed to close the link with some required received power PB. 
Assuming a carrier frequency of 50 kHz to calculate the link 
attenuations, we find the normalized values of transmission 
powers: 

r 0 38 22 350 402 i 
X 0 73 3 2  5; 1 
X X 0 208 76 PR (281 
A’ X X 0 40 x x x x  0 

From these matrices, one can find minimum delay routes, as 
well as minimum source level routes for the five-node network. 
While the minimum delay path is always the direct path, this 
is not the case with the minimum source level patb. For ex- 
ample, going directly from U1 to U5 requires P(l,5) = 402 
(normalized power units), while routing along UI,U3,U5 re- 
quires P(1,3) + P(3,5)  = 98, which represents savings of 
6dB. The corresponding delays do not differ much: 495 ms 
for direct path and 546 ms for the two-hop path. 

Finally, it is worth noting that building a localization map 
through measurement of inter-vehicle delays may require trans- 

I 

mission at power that is higher than the minimum needed to 
reach the closest neighbors. Transmission power Pi- used for 
initial map building must be sufficient to provide full connec- 
tivity, but it does not have to be as high as required to span the 
maximal distance d,,,. This power can be determined based 
on the initial net\?.ork topology and desired quality of map- 
ping. Obviously, the greater the power, the morc nodes will 
be reached by a transmitted probe, and the more data there 
will be for mapping. However, the power required to trans- 
mit over the maximal distance d,,, may be too large. For 
example, connections shown in Fig.1 are achieved whenever 
the distance between nodes is less than a certain d,,,. If these 
connections are sufficient to provide good quality of mapping, 
the parameter d,,, can be used to determine the transmitter 
power that will (at least initially) be used by all the nodes. At 
50 kHz, this power is 17 dB less than the power required to 
span d,,,. The fact that this power may not be sufficient to 
link directly any two nodes does not affect the mapping pro- 
tocol. The nodes that are as distant as d,,, will be able to 
exchange position information through relaying, even though 
they will not be able to directly measure distances longer than 
d,,,. Transmission level can also be varied during the mis- 
sion, starting with fixed allocation at the highest level, then 
moving on to a reduced level, and eventually allowing sources 
to adjust their level individually in accordance with the route 
selection. 

V. SUMMARY AND CONCLUSION 

Driven by the needs of concurrent mapping and localization 
by multiple A W s ,  we addressed a communication protocol to 
aid this application. The protocol is based on a time-scheduled 
operation, which eliminates the need for simultaneous multiple- 
user signal detection. The acoustic modems transmit high-rate 
PSK or QAM signals which can be used to measure inter- 
vehicle delays. During each time frame, every vehicle in the 
network transmits within its assigned time slot. The trans- 
mitted information contains, at a minimum, a high-resolution 
channel probe, the vehicle’s identification number, its location 
and the value of localization map currently maintained by that 
vehicle. Upon reception of a data packet, all the receiving 
vehicles update their maps using the newly measured delay, 
the stored value of their own map, and the value of the map 
relayed by the transmitting vehicle. 

Implicit advantage of the localization protocol is formation 
of a map that can be used for subsequent message routing, 
if there is such a need in the system. We have proposed a 
dynamic source routing algorithm that is simple to implement 
and suitable for a small number of network nodes. Optimal 
routing was discussed based on minimum source level path 
selection. 

While energy consumption may not be a decisive factor in 
the design of a network of closely separated AUVs, it is a 
design aspect that must be addressed for the development of 
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fixed networks of bottom-mounted nodes, and mobile under- 
water networks with a larger area of coverage. Future work on 
mobile networks will address both those networks that achieve 
larger coverage by increasing the distance between highly mo- 
bile nodes, and those that populate the area with a greater 
number of nodes. Time-scheduling on the global scale will 
no longer be an efficient technique to use in such a situation, 
and alternative methods of extending the communication range 
without constraining the network efficiency will have to he 
sought. Resource allocation, as well as power-efficient routing 
will become important design issues. 
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