
Research Article
A Network Security Situation Prediction Method through the
Use of Improved TCN and BiDLSTM

Chengpeng Yao , Yu Yang , Jinwei Yang, and Kun Yin

School of Information Engineering, Engineering University of PAP, Xi’an, Shaanxi 710000, China

Correspondence should be addressed to Yu Yang; miaoyude@163.com

Received 18 July 2022; Revised 12 September 2022; Accepted 23 September 2022; Published 5 October 2022

Academic Editor: Gengxin Sun

Copyright © 2022 Chengpeng Yao et al. �is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

�e rapid development of information technology has brought much convenience to human life, but more network threats have
also come one after another. Network security situation prediction technology is an e�ective means to protect against network
threats. Currently, the network environment is characterized by high data tra�c and complex features, making it di�cult to
maintain the accuracy of the situation prediction. In this study, a network security situation prediction model based on attention
mechanism (AM) improved temporal convolutional network (ATCN) combined with bidirectional long short-term memory
(BiDLSTM) network is proposed. �e TCN is improved by AM to extract the input temporal features, which has a more stable
feature extraction capability compared with the traditional TCN and BiDLSTM, which is more capable of processing temporal
data, and is used to perform the situation prediction. Finally, by validating on a real network tra�c dataset, the proposed method
has better performance on multiple loss functions and has more accurate and stable prediction results than TCN, BiDLSTM,
TCN-LSTM, and other time-series prediction methods.

1. Introduction

�e development of information technology has consistently
promoted the progress of human society. With the deep
development of arti�cial intelligence, big data, �fth-gener-
ation mobile communications, and other information
technology, more network applications have played an es-
sential role in the economic development of society, and the
network is closely related to the national economy. However,
the rich network applications also bring more opportunities
for network threats to invade. Recently, network attacks with
its hidden, fast, and automated characteristics, so that the
network ecosystem su�ered a severe impact. Various high-
threat attacks such as distributed denial of service ( DDoS )
and ransomware attacks are more frequent. Although net-
work security defense measures are progressing and devel-
oping, various security loopholes are being continuously
investigated. Additionally, the existence of network attacks in
the shadows is always defensible. �erefore, the network
security issue has become an urgent problem in today’s

society, indicating the need to maintain network security
e�ectively.

Network security situation awareness [1] was proposed
in 1999 to re�ect the overall network security situation by
integrating data from network security protection devices,
such as intrusion detection systems, �rewalls, and virus
detection systems (VDS) [2]. Compared with the traditional
means of defense against network threats, network security
situation awareness has the characteristics of more com-
prehensive detection, more active protection, and a faster
response. Network security situation awareness is divided
into situation element extraction, understanding, and pre-
diction. Situation prediction is the last step of network se-
curity situation awareness and is also the ultimate purpose of
situation awareness, and e�ective situation prediction is an
essential means to prevent network threats.

�ere are many methods for network security situation
prediction. �e main research focuses on two aspects based
on time-series prediction [3] and graph theory-based pre-
diction [4]. �e time-series prediction method is to take
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advantage of the characteristics of network attacks with a
certain periodicity (for example, more frequent attacks in
certain periods). (e periodic attacks make the network
security situation with a certain periodical change consistent
with the characteristics of time series. However, this method
is more applicable to short-term situation prediction be-
cause the regularity of long-term posture is difficult to
capture. (e graph theory-based situation prediction
method uses vulnerability information in the network en-
vironment to generate a state transfer graph to determine
future attacks from the intruder’s perspective [2]. However,
this method suffers from a severe false alarm rate and in-
sufficient prediction accuracy. In this study, based on the
characteristics of the abovementionedmethods, we employ a
time-series prediction method to make short-term predic-
tions of the network security situation. (ere are various
approaches to time-series-based network security situation
prediction. For instance, in parameter-based modeling,
Yang et al. used adaptive cubic exponential smoothing for
situation prediction [5], which is simple to model but un-
stable in prediction. Based on machine learning (ML) [6],
Xing et al. and Wang Jian et al. used a support vector
machine (SVM) for situation prediction [7, 8], which has a
fast response time and a small model memory but a relatively
low prediction accuracy. Based on deep learning (DL) [6],
Wei et al. used gated recurrent unit (GRU) for situation
prediction [9]; Chen et al. used long short-term memory
(LSTM) for situation prediction [10]; and Guosheng et al.
used backpropagation (BP) neural network for situation
prediction [11]. Situation prediction using DL is relatively
more complex and computationally intensive; however, it
has higher accuracy. With the development of information
technology, such as big data and cloud computing, a good
platform for DL has been created. More data training and
greater computing power support using DL for situation
prediction have gradually become mainstream.

In the previous time series prediction methods, most of
them are the prediction of a single model. In the face of
complex and long-term time series characteristics, the
prediction ability is insufficient. At this stage in the research
study of situation prediction, more methods are used to
combine the techniques of feature extraction and time series
prediction. For instance, Shen and Wen [12] used a network
security situation prediction method combining gray theory
and BP neural network to enhance feature extraction. Liu
et al. [13] proposed a network security situation prediction
method combining TCN and LSTM to extract temporal
features by TCN, while situation prediction is performed by
LSTM later. (e technology of combining feature extraction
with time-series prediction has been studied to some extent,
which makes up for the insufficient prediction ability of a
single model. But nowadays the network environment is
complex and changeable, and the network traffic is updated
all the time, so the above research study needs to improve its
feature extraction ability when dealing with temporal fea-
tures, and there are more advanced prediction methods for
prediction. To address the above issues, this study proposes a
network security situation prediction method based on an
attentionmechanism(AM) improved temporal convolutional

network (ATCN) combined with bidirectional long short-
term memory (BiDLSTM) network. TCN is a variant of a
convolutional neural network (CNN) [14]. Compared with
the traditional convolution process, it has greater advantages
in processing time series and AM is used to enhance its ability
to extract important features of images when it is proposed.
Similarly, it can find more important features in sequences.
BiDLSTM is composed of two layers of LSTM with different
inputdirections.ComparedwithLSTM, it has a stronger long-
termand short-termprediction ability by combining the three
models ofAM,TCN, andBiDLSTMtoachievebetter situation
prediction. Finally, the proposedmethod is validated on a real
network traffic dataset. (is study has the following
contributions:

(1) Given the insufficient prediction ability of a single
model on the network security situation, in this study,
wepropose amodel integratingATCNandBiDLSTM
for network security situation prediction. It is an end-
to-end model. ATCN is used as a feature extraction
tool and BiDLSTM is used as a prediction tool. (e
prediction is carried out by combining the two
models. By combining the feature extraction model
with the prediction model, the model has more ad-
vantages compared with the single model in feature
extraction and prediction ability of sequence data. By
using bettermodels for combination and by the use of
AM, the hybrid model has a better prediction effect
than other hybrid models such as TCN-LSTM.

(2) (e improved TCN is used to extract the feature of
time series, and the AM is used before each dilated
causal convolutional layer in the TCN structure,
which has a more stable feature extraction ability.

(3) (roughBiDLSTMforsituationprediction:BiDLSTM
has excellent long-distance feature extraction ability,
and its prediction ability is stronger than LSTM, GRU,
and TCN models.

(4) By validating the model on China Internet Emer-
gency Response Center’s Cybersecurity Information
and Dynamics Weekly Report Dataset, the proposed
model has more accurate and stable prediction re-
sults compared to other single models and hybrid
models time-series prediction methods, and has
better performance in the root mean squared error
(RMSE), mean absolute error (MAE), and mean
absolute percentage error (MAPE).

(is study consists of the following sections. Section 2
describes the relatedwork on time-series prediction. Section 3
describes TCN, AM, BiDLSTM, and overall model structure.
It also presents a brief description of datasets and evaluation
metrics. Section 4 conducts experiments and analyzes the
prediction results for the proposed model. Finally, Section 5
provides the summary and outlook for future work.

2. Related Work

As the name implies, time-series prediction is based on
chronological order by learning information from a past
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period to make predictions about future periods. Because
time series has a backward and forward time causality, it has
strict requirements on the backward and forward order of
the inputs. (e current time-series prediction covers a wide
range of fields, such as energy wind speed prediction [15],
infectious disease prediction [16], water quantity prediction
[17], population prediction [18], and stock prediction [19].

Time-series prediction methods have evolved from
traditional parametric modeling prediction and time re-
gression prediction to ML and DL. However, most tra-
ditional methods have simple models and cannot balance
spatial and temporal correlation [20]. At this stage, time-
series prediction methods mainly focus on ML and DL.
(e time-series prediction methods based on ML include
SVM [7, 8], random forest [21], and LightGBM [22]. (e
random forest and LightGBM methods are derived based
on the regression tree [23] algorithm. As a classical ML
algorithm, the regression tree algorithm has the advan-
tages of easy construction and fast speed. However, as the
volume of data becomes larger and the number of data
dimensions increases at this stage, the regression tree also
begins to be less stable, and the prediction effect in some
complex situations becomes less satisfactory. Time-series
prediction methods based on DL have developed rapidly
in recent years. (e most common ones that deal with
time-series problems are recurrent neural networks
(RNNs) [24] and their variants LSTM and GRU. RNNs,
LSTMs, and GRUs have a memory of previously processed
sequences when processing sequences, a feature that
makes them well-suitable for applications in time-series
prediction. BiDLSTM is obtained by improving on LSTM,
and temporal prediction by BiDLSTM has been studied in
many aspects, such as Mikhailov and Kashevnik [25]
predicted car tourist trajectory by BiDLSTM; Mao et al.
[26] predicted depression level by BiDLSTM and time
distributed CNN; and Kang et al. [27] performed sewage
flow prediction by BiDLSTM. It has been demonstrated
through experimental studies that BiDLSTM has a more
stable prediction effect on timing prediction compared to
LSTM. TCN was proposed in 2018, which has a more
flexible perceptual field mechanism with more stable
gradients than RNN, a traditional method for processing
time series, and it combines the features of CNN and
RNN, which is well suited for feature extraction of time-
series data. TCN has been widely used in time-series
prediction in recent years. For instance, Wang et al. [28]
used TCN and LightGBM for electrical load predictions,
and feature extraction of multiple long-term sequences
was performed by TCN. Menegozzo et al. [29] used an
improved TCN to enhance the feature extraction capa-
bility for food production prediction. In this study, we
take advantage of the excellent feature extraction capa-
bility of TCN to facilitate model building.

(e AM has been a hot research topic in recent years,
and the combination of AM and neural networks is also the
mainstream of research studies. For instance, Pei et al. [30]
combined AM and RNN to predict health records. Majid
et al. [31] combined AM and convolutional neural networks
(CNNs) for fire detection. (e combination of AM and

neural networks has achieved good results. However, in
practice, it is found that a single AM is unstable in helping
sequence feature extraction. (erefore, this study improves
the TCN by using the AM both inside and outside the
structure of the TCN, so that the improved TCN has a
stronger feature extraction ability to help the model learn the
features of the time series.

3. Methodology

3.1. Temporal Convolutional Network. Temporal convolu-
tional network (TCN) [32] was proposed by Shaojie Bai
et al., which is based on CNN and is designed to deal with
time-series problems. It implements the processing of time-
series problems through three structures: causal convolu-
tion, dilated convolution, and residual connections. Each
part has the following structure.

3.2. Sequence Model. For time-series problems, the output
sequence (y0, y1, . . ., and yT) must have the same length
when the sequence (x0, x1, . . ., and xT) is the input, and the
TCN is implemented using a one-dimensional full con-
volutional network (FCN) [33]. FCN ensures that each
convolutional layer has the same time step length by
employing the padding method for each layer of sequence
padding. Figure 1 shows that when kernel size is 2, at a
padding of 1, a padding is added to each end of the sequence,
and the right padding is removed, making the length be-
tween sequences the same by using the following padding
formula in which dilation has also described.

Padding � (Kernel size − 1) ∗ dilation. (1)

3.3. Causal Convolution. (e input of traditional CNN has
no time order, and the information before and after is ac-
quired simultaneously, leading to future information leakage
for time series. Meanwhile, causal convolution can be used
to solve this problem. Figure 2 shows the causal convolution.
As shown in this figure, the design of the causal convolution
is unidirectional. (e output yt is only related to the inputs
(x0, x1, . . ., and xt) at a moment t and before a moment t by
an unidirectional design according to the temporal order.
(e output of the next layer at a moment t is obtained from
the input of the previous layer at a moment t and the input
before a moment t. (is design makes the increase in the
perceptual field very slow. When dealing with time-series
problems, a large field of view is often required to learn the
information of a long-time period.(is can only be achieved

padding padding

Figure 1: Sequence filling.
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by accumulating the number of hidden layers or a larger
filter and by making the training more complicated. (e
accumulation of layers will also bring the hidden problem of
gradient disappearance. (erefore, to solve these problems,
the dilated convolution method is introduced.

3.4. DilatedConvolution. (e dilated convolution method is
used to solve the problem of the restricted field of view of
causal convolution. Compared with causal convolution,
dilated convolution introduces the concept of a dilation
factor. Dilated convolution takes interval sampling in each
layer for convolution sampling. (e size of the interval is
determined by the dilation factor d, as shown in Figure 3,
where the kernel size is 2 and dilations are [1, 2, 4]. (e size
of each layer d of the dilated convolution grows exponen-
tially, where the first layer is 1 (1 means the interval is 0). As
shown in the figure, the field of view is increased from 4 to 8
in Figure 1 by three convolutions. By the exponential growth
of the dilation factor d, an inflated convolutional network
with stacking can operate over a larger field of view without
loss of resolution or coverage [34]. For an input sequence,
the expansion convolution of the sequence element O is
given by the following equation, where k is the kernel size,
and O − d · n represents the past direction.

F(O) � x∗df( 􏼁(O) � 􏽘
k−1

n�0
f(n) · xO−d·n. (2)

3.5. Residual Connections. In practical applications, the
number of hidden layers is deepened to make the model
more expressive. However, the gradient disappears for too
deep networks. (us, to solve this problem, residual con-
nections are introduced. Residual connections avoid the
problem of gradient disappearance by carrying short paths
of gradients over a very deep network range [35]. In other
words, information from the bottom layer can be passed
directly to the top layer to avoid degradation of the model’s
learning ability and thus this makes the model more
generalizable.

Figure 4 shows the output of the residual block which is
obtained by adding F(x) after a series of transformations and
by making a convolutional mapping of the input x. (e
equation is given as follows.(e residual block consists of the
dilated causal convolution layer, normalization layer, acti-
vation layer, and dropout. (e normalization layer is used to
limit the distribution of the inputs, inorder to avoid gradient
saturation with faster convergence. (en, the activation
function allows the model to learn more nonlinear features.
Meanwhile, the linear ReLU activation function does not
have the problem of gradient explosion and is suitable for
multilayer network structures. Finally, dropout is used to
prevent overfitting.

o � Activation(x + F(x)). (3)

3.6. Attention Mechanism. (e AM [36] was first applied in
computer vision [37]. Its essence is derived from the at-
tention of human vision, which finds more important parts
of a picture by paying more attention to it. When humans
scan a group of things visually, they usually find the most
noteworthy point after the first observation, devote more
attention resources to it, and ignore the other information;
thus, improving the efficiency and accuracy of observing
things. (e AM of the computer takes advantage of the
characteristics of human attention by adding different
weights to different features according to their degree of
importance after observing the desired information; thus,
achieving more attention to important features.

(ere are various categories of AM, such as Bahdanau
attention [38] and Luong attention [39]. Although there are
many variants of AM, the main difference is their locations
and uses. (erefore, this study uses the AM before each
dilated causal convolution layer to calculate all time steps of
the input. (e weights of each time step are generated using
the softmax function, and the weights are matrix multiplied
by the time steps to obtain the input of the next layer, as
shown in Figure 5. (e degree of importance of each time
step is determined by calculating the magnitude of the
weights for each time step for feature learning in the dilated
causal convolution layer.

x0 xtxt-1……x1

yty0 y1 yt-1……

Input

Output

Hidden

Hidden 

d=2

d=1

d=4

Figure 3: Dilated convolution structure.
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Hidden 

Figure 2: Causal convolution structure.
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3.7. ATCN. Figure 6 shows the model based on AM and
TCN.(emain idea is to help the dilated causal convolution
layer to better extract features by introducing AM. An at-
tention layer is used before each dilated causal convolution
layer in the residual structure to find the important dif-
ference between the input data through the attention layer.
Sequences are weighted once by the AM before being input
into the dilated causal convolution layer, which enables the
AM to differentiate the importance of sequence data after
each hidden layer processing so that the dilated causal
convolution layer can perform better feature learning. (e
improved TCN module performs feature extraction of the
time-series data and inputs the learned feature relationships
between sequences into the next layer. ATCN is equivalent
to the function of the encoder as a whole. After effectively
learning the sequence features, it is input into BiDLSTM for
decoding prediction.

3.8. Bidirectional Long Short-Term Memory. Bidirectional
long short-term memory (BiDLSTM) [40] is generated
based on LSTM [41], which consists of two layers of LSTM,
one layer processing the original forward input data and one
layer processing the reverse input data, and finally, the
output data is obtained by combining the data of the two
layers. BiDLSTM can effectively solve the problem of gra-
dient disappearance in standard RNN by bidirectional de-
sign [42], and the bidirectional design is also more helpful
for the extraction of input features.

Figures 7 and 8 show the structural diagrams of LSTM
and BiDLSTM. LSTM is composed of three gate structures:
forgetting, input, and output. (e forgetting gate deletes the
information that does not continue to be transmitted, the
input gate inputs current information, and the output gate
outputs the current phase information and hidden infor-
mation passed onto the next phase, and the long-distance
memory function is realized by the three gate structures.
BiDLSTM is composed of two layers of LSTM with different
input directions, the original direction of the lower input
time series and the opposite direction of the upper input
time series, to better extract the temporal features of the
series and to obtain better prediction results.

3.9. Model Structure. Figure 9 shows the overall structure of
the model. It consists of an input layer, an ATCN layer, a
BiDLSTM layer, a fully-connected layer, and an output layer.
(is is an end-to-end model, which input data through the
input layer, the ATCN layer, the BiDLSTM layer, and the
fully-connected layer for data processing, and the final
output layer output prediction results.(e ATCN layer is the
feature extraction module and the BiDLSTM layer is the

Residual Block

…
…

Residual Block

Output (y0,y1,…,yT) 

Input (x0,x1,…,xT)
Dilated Causal Conv 

WeightNorm

ReLU

Dropout

Dilated Causal Conv 

WeightNorm

ReLU

Dropout

1×1 Conv

Figure 4: Residual connections structure.

x1

Attention Layer

Time Steps

x2
x3 … xT

Dilated Causal Conv Layer

…

Figure 5: Structure of AM.
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prediction module. (is combined feature extraction
module and prediction module have stronger feature ex-
traction and prediction ability than a single model, and the
use of AM further strengthens the temporal feature ex-
traction ability of TCN. (e input layer inputs continuous
time-series data with a fixed period T. (e time-series data
are a three-dimensional array consisting of sample size, time
step length, and feature dimension. (e sample size rep-
resents the number of input samples; the time step indicates
the number of time steps through which the prediction is
performed; and the feature dimension indicates the number
of features for each time step. For univariate time-series
prediction, the feature dimension is 1, and only the values
before this variable are used to predict the values after it. (e
ATCN layer is responsible for extracting and learning the
temporal features of the input sequence and feeding the
learned features to the next layer. (e BiDLSTM layer is
responsible for carrying out the prediction work. A single-
step prediction method is used, and only the situation value
of the previous period is used to predict the next situation
value each time. We use the form of a sliding window for
sliding prediction, as shown in Figure 10. By setting the
sliding time window to 1, the value of the first time step to
the T time step is used to predict the value of the T+ 1 time
step, and the value of the second time step to the T+ 1 time
step is used to predict the value of the T+ 2 time step, and
then pushing it down in turn until all the situation values are
predicted.

3.10. Dataset Description. In this study, we validate the
model of China’s Internet Emergency Response Center’s
Cybersecurity Information and Dynamics Weekly Report
Dataset [43]. (e dataset was divided into two segments,
dataset 1 and dataset 2. Dataset 1 was selected from the 1st
issue of 2010 to the 13th issue of 2012, for a total of
115weeks. Dataset 2 was selected from the 32nd issue of

2017 to the 1st issue of 2022, for a total of 231weeks. (ere
were three characteristic indicators in dataset 1, which are
the number of hosts controlled by Trojan or bot programs in
the territory, the number of government websites tampered
within the territory, and the number of new security vul-
nerabilities. Table 1 presents the data values for five weeks
from 9nd to 13th issues in 2012. (ere are five characteristic
indicators in dataset 2, which are the number of hosts in-
fected with malicious computer programs in the territory,
the total number of URLs tampered within the territory, the
total number of websites implanted with backdoors in the
territory, the number of counterfeit pages targeting websites
in the territory, and the number of new information security
vulnerabilities. Table 2 presents the data values for five weeks
from 32nd to 36th issues in 2017.

(e weekly situation values were calculated from feature
indicators using the situation assessment method in the
literature [44]. Each featured category was assigned a dif-
ferent weight according to the threat level, as presented in
Tables 1 and 2.(en, according to the following equation the
weekly posture values were calculated. Here i is the feature
category; n is the number of features; Mi is the value of this
feature; Mimax is the maximum value of this feature in all
weeks; and ωi is the feature weights. In this calculation, due
to the lack of the characteristic indicator for the number of
new security vulnerabilities from the 1st issue of 2010 to the
22nd issue of 2010, we used the average of the 23rd issue of
2010 to the 48th issue of 2010 for filling.

SV � 􏽘
n

i�1

Mi

Mimax
· ωi. (4)

(e calculated situation values are shown in Figures 11
and 12. Dataset 1 takes the first 92 weeks as training data and
93–115 weeks as testing data. Dataset 2 takes the first 184
weeks as training data and 185–231 weeks as testing data. It
can be seen that the situation values of dataset 1 show the
cyclic movement of up-and-down with the characteristics of
a time series. After one large fluctuation at 100weeks, the
overall situation values of dataset 2 show a cyclic movement
with the characteristics of a time series.

3.11. Evaluation Metrics. In the experiments, the mean
squared error (MSE) loss function is used to evaluate the
prediction results in training. (ree-loss functions, RMSE,

Time Steps

…

Input Layer

(x0,x1,…,xT)

(x1,x2,…,xT+1)

…

(xt,x2,…,xT+t)

Output Layer

(yt+1,yt+2,…,yT+t+1)

ATCN 
Layer

Fully-
connected 

Layer
BiDLSTM

Layer

Figure 9: Overall model structure.

xT xT+1 xT+2 …x1 x2 x3 … xT+t

Figure 10: Prediction method.
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Table 1: Indicator Characteristics for dataset 1.

Weeks
Characteristics

Trojans and bots (million) Tampered government websites Security vulnerabilities
1 29.9 39 107
2 21.7 28 127
3 15.7 105 162
4 14.8 48 165
5 12.8 32 160
Weights 0.5 0.3 0.2

Table 2: Indicator Characteristics for dataset 2.

Weeks
Characteristics

Malicious programs (million) Tampered URL Implanted backdoor websites Counterfeit pages Security vulnerabilities
1 41.1 2094 1527 351 212
2 54.6 2692 927 117 302
3 56.8 2338 1032 440 397
4 57.3 2184 1109 325 292
5 56.1 2444 961 306 348
Weights 0.3 0.25 0.15 0.15 0.15
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Figure 11: Dataset 1 situation values.
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MAE, and MAPE, are used to evaluate the prediction results
in testing. In the following equations,n is the total number of
experiments, 􏽢vi is the predicted value, and vi is the true value.

MSE �
1
n

􏽘

n

i�1
􏽢vi − vi( 􏼁

2
, (5)

RMSE �

������������

1
n

􏽘

n

i�1
􏽢vi − vi( 􏼁

2

􏽶
􏽴

, (6)

MAE �
1
n

􏽘

n

i�1
􏽢vi − vi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌, (7)

MAPE �
100%

n
􏽘

n

i�1

􏽢vi − vi

vi

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
. (8)

In the test, three metrics are used to balance the ad-
vantages and disadvantages between them. RMSE evaluates
smooth results but is more sensitive to outliers, and its value
is influenced by a single outlier. MAE solves the outlier
sensitivity problem, but the function may not be derivable at
some points because of the existence of absolute values.
MAPE is robust, but the prediction is more biased to models
with positive errors and its evaluation index will be worse for
negative errors, especially where the predicted value is
higher than the true value.

4. Experiment and Results

4.1. Implementation. (e experiment was implemented on a
personal host with Intel core i5 10600KF CPU and NVIDIA
RTX2060 GPU, using python programming language and
building models for implementation using TensorFlow and
Keras methods. (e detailed data are presented in Table 3.

We selected eleven methods, support vector regression
(SVR), BiDLSTM, LSTM, TCN, GRU, TCN-LSTM, TCN-
GRU, TCN-BiDLSTM, TCN-BiDGRU, ATCN, and ATCN-
LSTM, for comparison experiments with ATCN-BiDLSTM.
(ese include ML models, single DL models, and hybrid DL
models. At the same time, the average value of the five
experiments is taken to avoid the influence of error.

4.2. Metrics Analysis

4.2.1. Dataset 1. Dataset 1 was selected from the 1st issue of
2010 to the 13th issue of 2012, for a total of 115weeks. For
the selection of time steps, 6 weeks were taken as one cycle.
Each time, the sliding prediction was achieved by predicting
the next week’s situation value by the previous 6weeks’
situation value. (e parameters of each model are adjusted
by many experiments, as follows.

(1) SVR: use the linear kernel function and set the
penalty factor to 1.

(2) BiDLSTM: the two hidden layers have 32 nodes,
respectively. (e four fully-connected layers have 64,
32, 16, and 1 node, respectively.

(3) LSTM and GRU: the three hidden layers have 32
nodes, respectively. (e four fully-connected layers
have 64, 32, 16, and 1 node, respectively.

(4) TCNandATCN: the number of filters is 4 and the size
is 3, the dilation factor is (1, 2, 4, and 8), and the
residual connection layers is 1, the four fully-con-
nected layers have 64, 32, 16, and 1 node, respectively.

(5) TCN-LSTM, TCN-GRU, and ATCN-LSTM: the
number of filters is 4 and the size is 3, the dilation
factor is (1, 2, 4, and 8), and the residual connection
layers is 1. LSTMandGRU’s hidden layer is 1, and the
number of nodes is 16. (e last four fully-connected
layers have 64, 32, 16, and 1 node, respectively.

(6) ATCN-BiDLSTM, TCN-BiDLSTM, and TCN-BiD-
GRU: the number of filters is 4 and the size is 3, the
dilation factor is (1, 2, 4, and 8), and the residual
connection layers is 1. BiDLSTM and BiDGRU’s
hidden layer are 1, and the number of nodes is 8.(e
last four fully-connected layers have 64, 32, 16, and 1
node, respectively.

Each model is well trained after reasonable parameter
configuration, and the decrease in training loss is shown in
Figure 13. (e number of training cycles is set to 500 and it
can be seen that the loss of each model tends to be stable in

Table 3: Experimental operating environment.

Project Environmental parameters
CPU Intel core i5 10600KF
GPU NVIDIA RTX2060
Python version 3.6
TensorFlow version 1.14
Keras version 2.2.5

M
SE

Dataset 1
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Figure 13: Training convergence curves for each model on
dataset 1.
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100 cycles, indicating that dataset 1 of each model can
converge quickly and can achieve a good training effect.

Figure 14 shows the fitting curves of each model, and the
fitting curves of the proposed model are shown in Figure 15.
(e wide range fluctuation of the situation value brings
challenges to the prediction. In the training stage, each
model can better fit the trend of the curve and can learn
effectively. But it can also be seen that in the 0 to 20 time
period, 40 to 50 time period, and 70 to 80 time period, the
fitting effect of the single model is not as good as that of the
mixed model, indicating that the difficulty of feature
learning in this period becomes larger, and the feature
learning ability of the single model shows limitations. In the
test stage, each model has a certain deviation, but it can be
seen that although the model proposed in this study still has
a certain deviation in the predicted value, it can well predict
the trend of the situation, and can more effectively capture
the subtle changes of the situation value, indicating that the
proposed model has stronger feature extraction ability and
prediction ability than other hybrid models.

Table 4 shows the loss evaluation metrics of each model
on dataset 1. It can be seen that the evaluation metrics of the

SVR model are the worst, indicating that the DL model has
advantages over traditional MLmethods.(e overall metrics
of the hybrid model are better than that of the single model,
indicating that the method combining feature extraction and
prediction tools has greater advantages. Compared with the
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Figure 14: Fitting curves of each model on dataset 1.
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Figure 15: Fitting curves of the proposed model on dataset 1.

Table 4: Comparison of metrics across models on dataset 1

Model
Metrics

MAE MAPE RMSE
SVR 0.0865 18.3413 0.1021
BiDLSTM 0.0658 12.7806 0.0898
LSTM 0.0671 13.9057 0.0893
TCN 0.0685 14.8139 0.0920
GRU 0.0700 13.9189 0.0909
TCN-LSTM 0.0616 12.3945 0.0837
TCN-GRU 0.0602 12.5181 0.0740
TCN-BiDLSTM 0.0578 11.9516 0.0695
TCN-BiGRU 0.0698 13.7644 0.0885
ATCN 0.0653 12.7507 0.0800
ATCN-LSTM 0.0639 12.7629 0.0777
ATCN-BiDLSTM 0.0561 11.3181 0.0722
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model without AM, the loss of the model with AM is re-
duced to a certain extent, indicating that AM improves the
feature extraction ability of the model. It can also be seen
that BiDLSTM has less loss than LSTM whether it is a single
model or a hybrid model, indicating that BiDLSTM has
better prediction ability. At the same time, the proposed
hybrid model has better loss results than other hybrid
models, indicating that the proposed hybrid model is more
advanced and has higher prediction accuracy.

Figure 16 shows the comparison of training time and
model parameters for DL models. It can be seen that
TCNs spend the least time in training because TCNs can
process data in parallel and has higher efficiency. Com-
pared with LSTM, GRUmerges input gates and forgetting
gates, and its parameters are minimal. Due to the com-
bination of multiple models, the parameters and training
time of the hybrid model are generally greater than that of
the single model. (e number of model parameters and
training time proposed in this study are both high, which
is due to the AM.(e combination of TCN and BiDLSTM
structure improves model complexity. Moreover, to fully
carry out feature learning, the training time also becomes
longer.

4.2.2. Dataset 2. Dataset 2 was selected from the 32nd issue
of 2017 to the 1st issue of 2022, for a total of 231weeks. For
the selection of time steps, 12weeks were taken as one cycle.
(e parameters for each model are as follows.

(1) SVR: Use the linear kernel function and set the
penalty factor to 1.

(2) BiDLSTM: (e hidden layer has 32 nodes. (e four
fully-connected layers have 64, 32, 16, and 1 node,
respectively.

(3) LSTM and GRU:(e three hidden layers have 16, 32,
and 32 nodes, respectively. (e four fully-connected
layers have 64, 32, 16, and 1 node, respectively.

(4) TCN and ATCN: (e number of filters is 4 and the
size is 3, the dilation factor is (1, 2, 4, and 8), and the
residual connection layers is 1, and the four fully-
connected layers have 64, 32, 16, and 1 node,
respectively.

(5) TCN-LSTM, TCN-GRU, and ATCN-LSTM: (e
number of filters is 4 and the size is 3, the dilation
factor is (1, 2, 4, and 8), and the residual connection
layers is 1. LSTM and GRU’s hidden layer is 1, and
the number of nodes is 16. (e last four fully-con-
nected layers have 64, 32, 16, and 1 node,
respectively.

(6) ATCN-BiDLSTM, TCN-BiDLSTM, and TCN-BiD-
GRU: (e number of filters is 4 and the size is 3, the
dilation factor is (1, 2, 4, and 8), and the residual
connection layers is 1. BiDLSTM and BiDGRU’s
hidden layers are 1, and the number of nodes is 16.
(e last four fully-connected layers have 64, 32, 16,
and 1 node, respectively.

(e decrease in training loss is shown in Figure 17, and
the number of training cycles is set to 500. It can be seen that
compared with the single model, the overall loss of the
hybrid model decreases faster and has a faster feature
learning ability.
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Figure 18 shows the fitting curves of each model, and the
fitting curves of the proposed model are shown in Figure 19.
Compared with dataset 1, dataset 2 has a larger fluctuation,
and the situation value has a steep rise from week 75 to week
100, indicating that the overall network threat has increased
in recent years.(e situation prediction results are similar to
dataset 1. In the training stage, each model can accurately
capture the trend of situation change except for different
fitting degrees. Compared with other models, the model
proposed in the test phase can capture the subtle change
trend of the situation value more accurately and is also
relatively accurate in the prediction of the situation value.

Table 5 shows the loss evaluation metrics of each model
in dataset 2. (e overall effect is consistent with dataset 1,
which proves that the hybrid model is better than the single

model, and the use of AM helps TCN to learn features,
indicating that the proposed model is more accurate than
other hybrid models for network security situation
prediction.

Figure 20 shows the comparison of training time and the
model parameters of each DL model. (e results are con-
sistent with dataset 1.(emodel proposed in this study has a
higher model complexity.

4.3. Discussion and Analysis. (is study predicts the situa-
tion at two different time stages. (e results show that the
model proposed in this study has better performance than
other models in situation prediction. In addition, the fol-
lowing information can be obtained.

Table 5: Comparison of metrics across models on dataset 2.

Model
Metrics

MAE MAPE RMSE
SVR 0.0682 20.2076 0.0820
BiDLSTM 0.0575 16.9473 0.0753
LSTM 0.0579 17.8927 0.0741
TCN 0.0626 17.8601 0.0769
GRU 0.0612 18.6871 0.0814
TCN-LSTM 0.0572 16.4657 0.0662
TCN-GRU 0.0575 16.9201 0.0690
TCN-BiDLSTM 0.0529 16.1642 0.0653
TCN-BiGRU 0.0556 16.4503 0.0696
ATCN 0.0539 15.5705 0.0633
ATCN-LSTM 0.0504 14.3002 0.0656
ATCN-BiDLSTM 0.0466 14.0611 0.0613
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(1) Compared with the single DL model, the hybrid DL
model has a faster rate of decrease in training loss,
and the prediction accuracy and fitting are also
better, indicating that the overall prediction effect of
the hybrid model is better than that of the single
model.

(2) (e prediction accuracy of the model using AM is
improved compared with the original model, indi-
cating that AM is helpful for feature extraction.

(3) (e hybrid model proposed in this study is superior
to other hybrid models, indicating that the model
combining AM with TCN has a stronger feature
extraction ability. At the same time, BiDLSTM
performs better in time series prediction than that of
LSTM and GRU.

(4) Although the hybrid model has better prediction
accuracy, the complex model structure and longer
training time make the model’s performance limited.

5. Conclusion and Future Works

In this study, we propose a network security situation pre-
diction method based on AM improved TCN combined with
the BiDLSTM network. First, the TCN is improved by the
AM, and the improved TCNhas a stronger time-series feature
extraction ability, which can learn the trend of the historical
period of the situation values well. Second, the excellent time-
series prediction ability of BiDLSTM is then used for the
situation prediction. (e experimental results show that
compared with a variety of single and hybrid DL models, the
proposed model has better results in RMSE, MAE, and
MAPE. (e proposed model has more effective feature ex-
traction ability and prediction ability, so it has higher pre-
diction accuracy and stability. In addition, in the fitting of the
predictive value and the actual value, the model can also
achieve a good fitting effect and can capture the subtle trend
change. At the same time, the proposed model has a complex
structure andmany parameters, which has certain limitations.
However, for situation prediction, a higher prediction ac-
curacy is more important, so this model can be used as an
effective network security situation prediction tool. In future
work, we aim to apply the model to other time-series pre-
diction scenarios inorder to validate the long-range predic-
tion capability of the model. Other advanced prediction
methods are combined with feature extraction for more ef-
fective prediction. In addition, the structural design of the
model can focus on lightweight design, such as reducing the
number of model layers and appropriately discarding the full-
connection layer to reduce the model parameters, or selecting
a more efficient and lightweight prediction model to meet
different scene requirements. At the same time, a multistep
forecasting method can be used to meet the needs of more
long-term forecasting.
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