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Abstract--- Mixed method of interval systems is a 

combination of classical reduction methods and stability 

preserving methods of interval systems. This paper proposed a 

new method for model order reduction of systems with 

uncertain parameters. The bounds on the uncertain 

parameters are known a priori. Two separate methods are 

used for finding parameters of the numerator and 

denominator. The numerator parameters are obtained by 

either of these methods such as differentiation method, factor 

division method, cauer second form, moment matching method 

or Pade approximation method. The denominator is obtained 

by the differentiation method in all the cases. A numerical 

example has been discussed to illustrate the procedures. From 

the above mixed methods, differentiation method and cauer 

second form as resulted in better approximation when 

compared with other methods. The errors between the original 

higher order and reduced order models have also been 

highlighted to support the effectiveness of the proposed 

methods. 

Keywords--- Cauer Second Form, Differentiation Method, 

Factor Division, Interval Systems, Moment Matching, Mixed 

Method, Pade Approximation 

 

I. INTRODUCTION 

PPROXIMATION of higher order systems to lower order 
models facilitates simulation and design over the 

complex models. There has been a tremendous growth in the 
research area of model order reduction, resulting in a 
development of variety of techniques. Also, engineering and 
science designs involve uncertainty specified in a number of 
ways, as convex or fuzzy descriptions to varying degree, 
inclining a must study to estimate the upper and lower bounds 
of the systems for the proper examination. Thus, systems with 
constant coefficients but uncertain within finite range, is 
classified under interval systems. Over the years, analysis, 
stability and transients of interval systems have attracted the 
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attention of researchers, provided only fewer literatures 
available. From the list, Eigen value problem is best suited. 

Considerable attention can be observed by the available 
amount of literature, commencing from the basics of 
aggregation method [1] for reduced order model. Some other 
classical reduction methods include moment matching, Pade 
approximation and Continued fraction expansion methods [2-
9] and many more. These methods do not guarantee stability, 
was the only drawback. To overcome this problem, stability 
preservation methods (SPM), as Routh approximation using α 
and β table [3], optimal hankel norm approximation [6] etc 
were used for fixed parameter systems. However, many 
practical system models, like flexible manipulator system or 
nuclear reactor systems with large area of parameter 
uncertainties, lead to another area of research with the 
pioneering circle of Kharitonov method [10], where the 
stability of reduced order model was of great concern. 

Literatures have also exposed interval systems to study 
their stability and the transient analysis [10-11]. For reduction 
of continuous interval systems, Routh approximation [12], γ-δ 
Routh approximation [13], and also to reduce the complexity 
of calculations a simple direct method using γ table [14] have 
also been proposed. Dolgin and Zeheb [15], [17] modified the 
Bandoypadhyay [13] method and suggested new mixed 
method to overcome the instability of the system. 
Unfortunately, Hwang et.al [16] commented on Dolgin‟s 
method and proved the failure of stability. Apart from these 
several other mixed methods [18-27] were proposed recently 
to reduce the complexity and to increase the accuracy of the 
system. To find the Eigen values to the uncertain systems has 
its own history. Finding poles for uncertain systems [19-22] is 
not computationally simple, but these mixed methods are 
giving stable reduced order systems. As an alternative we wish 
to point out that there is a large variety of ways to reduce the 
order of a specified polynomial. Of these methods we have 
chosen to study differentiation. an operation well known to all 
persons with even a trivial contact with mathematical analysis. 

Differentiation method [29] was proposed by Gutman for 
fixed coefficients and Author has extended this method to 
interval systems and also proposes some new mixed methods. 

In this paper, some mixed methods for model order 
reduction of interval systems is proposed. The denominator of 
the interval reduced model is obtained by differentiation 
method. The numerator is obtained by different mixed 
methods, such as direct truncation of differentiation, factor 
division, Cauer second form, Moment matching method and 
Pade approximation method. These methods ensure that the 
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reduced order model is stable if the higher order uncertain 
system is asymptotically stable. The outline of this paper is as 
follows: Section II contains problem statement; Section III 
contains proposed method and integral square error. 
Numerical example is presented in section IV and conclusions 
in section V. 

II. PROBLEM STATEMENT 

Let the transfer function of a higher order interval systems 
be: 

1
21 21 22 22 2 2

11 11 12 12 1, 1 1, 1

[ , ] [ , ] ..... [ , ] ( )
( )
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The reduced order model of a transfer function be 
considered as 

 
1

21 21 22 22 2 2

11 11 12 12 1, 1 1, 1
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( )[ , ] [ , ] ..... [ , ]

k
k k k
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d d d d s d d s N s
R s
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The rules of the interval arithmetic have been defined in 
[28], and are presented below. 

Let [e, f] and [g, h] be two intervals. 
Addition: 

[ , ] [ , ] [ , ]e f g h e g f h  (3) 

Subtraction: 
[ , ] [ , ] [ , ]e f g h e h f g  (4) 

Multiplication: 
[ , ] [ , ] [ ( , , , ), ( , , , )]e f g h Min eg eh fg fh Max eg eh fg fh  (5) 

Division: 

[ , ] 1 1
[ , ] ,

[ , ]

e f
e f

g h h g
 (6) 

III. PROPOSED METHODS 

The proposed method consists of the following steps for 
obtaining reduced order model. 

Step 1: Determination of the denominator polynomial of 

the 
th

k order reduced model as given in Eq (2) by using 
differentiation method: 

1 1
( )kD s D

s s
 

Differentiate the above equation (2) into (n-k) times 

11 11 12 12 1, 1 1, 1( ) [ , ] [ , ] .... [ , ] k
k k kD s d d d d s d d s   

Case 1: Determination of the numerator coefficients of the 
th

k order reduced model by using differentiation method: 

1 1
( )kN s N

s s
 (7) 

Differentiate the numerator of Eq (2) into (n-k) times 

1
21 21 22 22 2, 1 2, 1( ) [ , ] [ , ] .... [ , ] k

k k kN s d d d d s d d s  (8) 

Case 2: Determination of the denominator polynomial of 

the th
k order reduced model by using factor division method. 

Any method of reduction which relies upon calculating the 
reduced denominator first and then the numerator, where ( )kD s  

has already been calculated. 

( ) ( )
( )

( )
( )

k

n

N s D s
D s

G s
D s

 (9) 

1
11 11 12 12 1, 1 1, 1( ) ( ) [ , ] [ , ] .... [ , ] k

k k kN s D s u u u u s u u s  (10) 

1
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Therefore, 
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11 1111 11
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Where 

1, 1, 1, 1 1, 1 11 11 1, 1 1, 1[ , ] [ , ] [ , ][ , ]i i i i i ir r u u d d ; i= 0,1, 2,. . . ,k-2. 

1, 1, 1, 1 1, 1 12 12 1, 1 1, 1[ , ] [ , ] [ , ][ , ]i i i i i is s r r d d ;i= 0,1 2, . . . , k-3 

……………………………………… 

1, 1, 11 11 1, 2 1, 2 11 11[ , ] [ , ] [ , ][ , ]i i k ky y x x d d
 

The reduced transfer function given by 
1

11 11 12 12 1, 1 1, 1[ , ] [ , ] ..... [ , ]
( )

( )

k
k k

k
k

s s
R s

D s
 (12) 

Where 

11 11 21 21[ , ] [ , ]d d  

12 12 22 22[ , ] [ , ]d d  

. . . . . . . . . . . . . . . .  

1, 1 1, 1 2 2[ , ] [ , ]k k k kd d  

Case 3: Determination of the denominator polynomial of 

the th
k order reduced model by using Cauer second form: 

Coefficient values from Cauer second form [ , ]i ih h  (i =1 , 2 

, 3 . . . . k) are evaluated by forming Routh array as 

11 11 12 1211 11
1 1

21 21 21 21 22 22

[ , ][ , ].....[ , ]
[ , ]

[ , ] [ , ][ , ]....

c c c cc c
h h

c c c c c c
 

21 21 22 2221 21
2 2

31 31 31 31 32 32

[ , ][ , ].....[ , ]
[ , ]

[ , ] [ , ][ , ]....

c c c cc c
h h

c c c c c c
 

31 31 32 3231 31
3 3

41 41 41 41 42 42

[ , ][ , ].....[ , ]
[ , ]

[ , ] [ , ][ , ]....

c c c cc c
h h

c c c c c c
 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

The first two rows are copied from the original system 
numerator and denominator coefficients and rest of the 
elements are calculated by using well known Routh algorithm. 
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1, 1, 2, 1 2, 1 2 2 1, 1 1, 1[ , ] [ , ] [ , ][ , ]j j i j i j i i i j i jc c c c h h c c  (13) 

Where i= 3, 4, . . . . . and j = 1, 2, . . . .  

,1 ,1

1,1 1,1

[ , ]
[ , ]

[ , ]
i i

i i

i i

c c
h h

c c
 (14) 

The coefficient values of [ , ]ij ijd d  (j = 1,2,.....(k+1)) and 

Cauer quotients [ , ]i ih h (i = 1. 2, . . . k) are matched for finding 

the coefficients of numerator of the reduced model ( )R sk . 

The inverse Routh array is constructed as 

,1 ,1

1,1 1,1

[ , ]
[ , ]

[ , ]
i i

i i

i i

d d
d d

h h
 (15) 

where i = 1,2, . . .,k and k ≤ n. 
Also, 

, 1 , 1 2, 2,

1, 1 1, 1

[ , ] [ , ]
[ , ]

[ , ]

i j i j i j i j

i j i j

i i

d d d d
d d

h h
 (16) 

where i = 1. 2, . . . . , (k-j)  and  j = 1,2 ,. . . . , (k-1) 
Using the above equations, the numerator coefficients of 

the reduced model will be obtained. 

Case 4: Determination of the numerator polynomial of the

( 1)th
k order reduced model by using Moment matching 

method. 

Equation (1) is modifed and written as (17) 

1
1 1 1 1

1 1 0 0

[ , ] [ , ] ..... [ , ] ( )
( )

( )[ , ] [ , ] ..... [ , ]

n
n n n n

n n
n n n n

b b b b s b b s N s
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D sa a a a s a a s
 (17) 

The higher order transfer function ( )nG s  may be expanded 

in a series of positive powers of a following 

0 0 1 1 2 2( ) [ , ] [ , ] [ , ] ....nG s c c c c s c c  (18) 

To calculate the coefficients [ , ]i ic c  by using the 

following method  

Set 0 0
[ , ]

[ , ]
[ , ]

n n

n n

b b
c c

a a
and for  i > 0 and 

1

1
[ , ] [ , ] [ , ][ , ]
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 (19) 
To find the reduced order using the moments 
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1 1 0 0 1 1[ , ] [ , ] [ , ] .......... [ , ]
t

m mv v c c c c c c  

2 2 1 1 2 2[ , ] [ , ] [ , ] .......... [ , ]
t

m m m m m r m rv v c c c c c c  

1 1 12 12 13 13 1, 1 1, 1[ , ] [ , ] [ , ] .......... [ , ]
t

r rf f B B B B B B  

2 2 21 21 22 22 2, 1 2, 1[ , ] [ , ] [ , ] .......... [ , ]
t

m mf f B B B B B B  

0 0

1 1 0 0

11 11

1 1 0 0

0 0 ..... ..... 0

[ , ] 0 ..... ..... 0

[ , ] [ , ] ...... ..... 0

. . . . .

[ , ] . . . . .

. . . . .

. . . . .

. . . . .

[ , ] ..... ..... [ , ] 0m m

c c

c c c c

w w

c c c c

 

 

1 1 0 0

1 1 1 1

21 21

1 1 2 2

[ , ] [ , ] ..... [ , ] ..... 0

[ , ] [ , ] ..... [ , ] ..... 0

. . . . . .
[ , ]

. . . . . .

. . . . . .

[ , ] [ , ] ...... ..... ...... [ , ]

m m m m

m m m m

m r m r m r m r m m

c c c c c c

c c c c c c

w w

c c c c c c
 

 

0 0

22 22

0 0

1 1 0 0

0 0 ..... ..... ..... 0

[ , ] 0 ..... ..... ..... 0

. . . . . .[ , ]

..... ..... ..... [ , ] 0 0

..... .... ..... [ , ] [ , ] 0

c c

w w

c c

c c c c

 

 

12 12[ , ] 0w w
 

Then unknown parameters are given by 
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here 

21 21[ , ]w w  is non singular. 

Therefore the reduced transfer function in general form is   

21 21 22 22
2

12 12 12 12

[ , ] [ , ] .....
( )

[1,1] [ , ] [ , ] .....
k

B B B B s
R s

B B s B B s
 

Case 5: Determination of the numerator polynomial of the 
( 1)th
k order reduced model by using Pade approximation 

method [12]. 
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21 21 12 12 22 22 11 11

21 21 12 12 22 22 11 11

[ , ][ , ] [ , ][ , ]

[ , ][ , ] [ , ][ , ]

c c d d c c d d

d d c c d d c c

 

. . . . . . . . . . . . = . . . . . . .  

A. Integral Square Error 

The integral square error (ISE) between the transient 
responses of higher order system (HOS) and Lower order 
system (LOS) is determined to compare different approaches 
of model reduction. This is given by 

2

0
[ ( ) ( )]

r
ISE y t y t  (20)  

where, ( )y t and ( )ry t  are the unit step responses of original 

system ( )nG s  and reduced order system ( )kR s . 

IV. NUMERICAL EXAMPLE 

This section includes example to illustrate the method. 

Example: Consider a third order system described by the 
transfer function [13] 

2

3 3 2

[2,3] [17.5,18.5] [15,16]
( )

[2,3] [17,18] [35,36] [20.5,21.5]

s s
G s

s s s
 

 
Method 1: Reduction by differentiation method. 

For getting the second order model, denominator and 
numerator is obtained by using differentiation method  

Number of times to be differentiated is n-k = 3-2 = 1. 

2
2 ( ) [4.25,4.5] [17.5,18] [15.375,16.125]D s s s

2( ) [5.8333,6.1667] [10.0005,10.6672]N s s  

The reduced second order model 2 ( )R s is given as 

2 2

[5.8333,6.1667] [10.0005,10.6672]
( )

[4.25,4.5] [17,18] [15.375,16.125]

s
R s

s s
 

The step response of original and reduced second order are 
shown in figure 1 

 

Figure 1: Step Response of Original Model and ROM by 
Differentiation Method 

Method 2: Reduction by differentiation and factor division 
method 

For getting the second order model, denominator by using 
differentiation method  

Number of times to be differentiated is (n-k) times 

n= order of the higher order system= 3 

k= order of lower order system = 2 

2
2 ( ) [4.25,4.5] [17.5,18] [15.375,16.125]D s s s  

Numerator is reduced by factor division method 

Step 1: Using the factor division method 

2( ) ( ) [230.625,258] [531.0562,586.3125] ....

( ) [20.5,21.5] [35,36] ....

N s D s s

D s s
 

Step2: Finding the values of 11 11[ , ] and 12 12[ , ]   

 11 11[ , ] [10.7267,12.5854]  

 12 12[ , ] [3.4809,10.7884]  

2( ) [3.4809,10.7884] [10.7267,12.5854]N s s  

Step3: The reduced transfer function is 

2 2

[3.4809,10.7884] [10.7267,12.5854]
( )

[4.25,4.5] [17,18] [15.375,16.125]

s
R s

s s
 

The step response of orginal and reduced second order are 
shown in figure 2 

 

Figure 2: Step Response of Original Model and ROM by 
Differentiation and Factor Division Method 

Method 3: Reduction by differentiation and Cauer second 
form method 

Step 1: Using the Cauer second form as described in the 
section 3, it is obtained as 

1 1[ , ] [1.2812,1.4333]h h  

2 2[ , ] [1.1046,1.8859]h h  

21 21[ , ] [10.7271,12.5856]d d  

22 22[ , ] [4.2604,9.6099]d d  

Step 2: Numerator of second order system is written as 

2 ( ) [4.2604,9.6099] [10.7271,12.5856]N s s
 

Step 3: The reduced order model 2 ( )R s is given as 

2 2

[4.2604,9.6099] [10.7271,12.5856]
( )

[4.25,4.5] [17,18] [15.375,16.125]

s
R s

s s
 

The step response of original and reduced second order is 
shown in figure 3. 
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Figure 3: Step Response of Original Model and ROM by 
Differentiation and Cauer Second Form Method 

Method 4: Reduction by differentiation and moment 
matching method 
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3 3 2
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3 2 3

[0.6977,0.7805] [0.8139,0.9024] [0.093,0.1463]
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[1,1] [1.6279,1.7561] [0.7907,0.808] [0.093,0.1463]

s s
G s

s s s
 

For getting the second order model, denominator by using 
differentiation method  

Number of times to be differentiated is (n-k) times 

n= order of the higher order system= 3 

k= order of lower order system = 2 

2
2 ( ) [1,1] [1.0543,1.1707] [0.2636,0.2927]D s s s   

Numerator is reduced by moment matching method 

0 0[ , ] [0.6977,0.7805]c c  

1 1[ , ] [ 0.5567, 0.2334]c c  

2 2[ , ] [ 0.2124,0.5724]c c  

3 3[ , ] [ 0.9349,0.7969]c c  

12 12
1 1

13 13
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f f
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B B
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s
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Figure 4: Step Response of Original Model and ROM by 
Differentiation and Moment Matching Method

 Method 5: Reduction by differentiation and Pade 
approximation method 

2

2 3

0 0 1 1
2

[15,16] [17.5,18.5] [2,3]

[20.5, 21.5] [35,36] [17,18] [2,3]
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From the above equation calculate the unknown 
coefficients 

0 0[ , ] [10.7267,12.5854]c c  

1 1[ , ] [3.3018,10.2867]c c  

The reduced transfer function is 

2 2

[3.30187,10.2867] [10.7267,12.5854]
( )

[4.25,4.5] [17,18] [15.375,16.125]

s
R s

s s
 

 

 

Figure 5: Step Response of Original Model and ROM by 
Differentiation and Pade Approximation Method 

Table 1: Comparison of Reduced Order Models  

Method of Order reduction 
ISE for lower 
limit 

ISE for 
upper limit 

Differentiation 0.0531 0.0617 

Differentiation and factor division 0.0094 0.0074 

Differentiation and Cauer second 
form 

0.0094 0.0073 

Differentiation and moment 
matching 

4.1118 4.219 

Differentiation and Pade 
approximation 

0.0094 0.0105 

G.V.K. Sastry [14] 0.2256 0.0095 

 
From the above figures GL, GU is the higher order lower 

limit and upper limits transfer function plots. RL and RU for 
method1, method 2 and method 3 are the reduced order lower 
limit and upper limit transfer function plots. gl1, gu1 are the 
reduced order lower limit and upper limit transfer function 
plots for method4 and method 5. 

From the above mixed methods, differentiation method 
and cauer second form as resulted in better approximation 
when compared with other methods. 

V. CONCLUSION 

In this paper new mixed methods are employed for order 
reduction. The denominator polynomial of reduced model is 
obtained by using differentiation method. The numerator is 
obtained by different mixed methods, such as direct truncation 
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of differentiation, factor division, Cauer second form, Moment 
matching method and Pade approximation method. The 
Moment matching method is not guaranteed to be good 
method for reduction but is worth a new methodology to 
obtain a reduced order system. Being not useful here is not 
enough for its suitability, as when used along with some other 
methods generates useful and brilliant results. The proposed 
method guarantees the stability of reduced model if the 
original system is stable and conceptually simple with better 
results as compared to existing methods.  
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