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The derivation of counterexamples to $L^{1}$ estimates can be reduced to a geometric decomposition procedure along rankone lines in matrix space. We illustrate this concept in two concrete applications. Firstly, we recover a celebrated, and rather complex, counterexample by Ornstein, proving the failure of Korn's inequality, and of the corresponding geometrically nonlinear rigidity result, in $L^{1}$. Secondly, we construct a function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ which is separately convex but whose gradient is not in $B V_{\text {loc }}$, in the sense that the mixed derivative $\partial^{2} f / \partial x_{1} \partial x_{2}$ is not a bounded measure.

## 1 Introduction

In the study of partial differential equations one often needs bounds for linear operators from $L^{p}$ to $L^{p}$. The singular integral operators that typically appear can be studied in the general framework of harmonic analysis [20] if $1<p<\infty$, whereas the limiting cases $p=1$ and $p=\infty$ must be considered separately. In several concrete applications counterexamples can be obtained through a celebrated construction by Ornstein [18]. We present here a new method to treat this kind of examples, which leads to a simple geometric insight into the problem.

The first concrete application we present is to variational problems in elasticity, where one minimizes over vector fields $u: \Omega \subset \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ the integral of an energy density $W(\nabla u)$ which is rotationally invariant, in the sense that $W(Q F)=W(F)$ for any $Q \in S O(n)$. The energy density $W$ vanishes on the identity matrix, and hence on the entire $S O(n)$; therefore, even strong growth assumptions on $W$ do not deliver directly an equally
strong control on $\nabla u$. For smooth maps a classical result, due to Liouville, shows that if $\nabla u \in S O(n)$ almost everywhere then $\nabla u$ is a constant. Rigidity results of this kind play a fundamental role in the theory of elasticity, and several generalizations have been derived, among others, by Gehring [10], John [11] and Reshetnyak [19]. More recently Friesecke, James and Müller [9] have derived a quantitative rigidity estimate by showing that for any $p$ strictly between 1 and $\infty$ and any bounded Lipschitz domain $\Omega$ there is a constant $c=c(p, \Omega)$ such that

$$
\begin{equation*}
\min _{Q \in S O(n)} \int_{\Omega}|\nabla u-Q|^{p} d x \leq c \int_{\Omega} \operatorname{dist}^{p}(\nabla u, S O(n)) d x \tag{1}
\end{equation*}
$$

for all $u: \Omega \rightarrow \mathbb{R}^{n}$.
In the geometrically linear case one replaces $\operatorname{dist}(\nabla u, S O(n))$ by $\mid \nabla v+$ $\nabla v^{T} \mid$, where $v(x)=u(x)-x$. This corresponds to using the distance from the tangent space to $S O(n)$ at the identity, which is the set of antisymmetric matrices. A classical result, known as Korn's inequality, states that for $1<p<\infty$ gradients which have small symmetric part are approximately constant, in the sense that there is a constant $c=c(p, \Omega)$ such that

$$
\begin{equation*}
\min _{S=-S^{T}} \int_{\Omega}|\nabla u-S|^{p} d x \leq c \int_{\Omega}\left|\nabla u+\nabla u^{T}\right|^{p} d x . \tag{2}
\end{equation*}
$$

The estimate (2) does not hold for $p=1$, as was shown by means of a rather involved construction by Ornstein in [18], see also the discussion below. We provide in Theorem 1 a simple construction showing that (2) does not hold for $p=1$. This also shows that the nonlinear estimate (1) does not hold for $p=1$. The combination of a similar rigidity estimate with the Sobolev embedding instead holds also in the critical case $p=1$, as was shown by Kohn in [14].

The second part of this paper deals with a related but slightly different issue. It is well known that convex functions have a gradient which is locally of bounded variation, see e.g. [1]. Indeed, since the distributional Hessian is positive semidefinite, the total variation of the gradient on a set $\Omega$ can be controlled in terms of its oscillation on the boundary of $\Omega$. We show that the same does not hold if convexity is replaced by separate convexity. Separate convexity was studied by Tartar in [21], in particular in connection with the issues of rank-one convexity and quasiconvexity. Tartar [21] also poses the question of which class of functions $g: \mathbb{R} \rightarrow \mathbb{R}$ can be the trace on the diagonal of a separately convex $f$, in the sense of $g(t)=f(t, t)$, shows that every $g \in C^{2}(\mathbb{R})$ has this property, and mentions additional partial results by Preiss and Šverák. The same question appears in the series of open problems
proposed by Kirchheim, Müller and Sverák in [13]. Our example shows that even some functions whose second derivative is not a bounded measure can be obtained as traces of separately convex functions.

In closing, we remark that Ornstein's construction provides for any $k>0$ a smooth function $f^{k}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that

$$
\int_{(0,1)^{2}}\left|f_{12}^{k}\right| d x \geq k \int_{(0,1)^{2}}\left|f_{11}^{k}\right|+\left|f_{22}^{k}\right| d x
$$

This implies, for example, that the space of functions of bounded deformation $B D$, which is used in the theory of plasticity and is defined as the subset of $L^{1}$ such that the symmetric part of the distributional gradient $\nabla u+\nabla u^{T}$ is a bounded measure, is larger than the space of functions of bounded variation $B V$, which is the subset of $L^{1}$ such that the entire gradient $\nabla u$ is a bounded measure (to see this, consider $u^{k}=\left(f_{1}^{k},-f_{2}^{k}\right)$ ). Ornstein's example was used to prove by duality $[2,5]$ that there are continuous functions which are not the divergence of any Lipschitz map, and a related construction works also for the nonlinear version of this problem, namely, $\operatorname{det} \nabla u=f$, see [3, 15]. Our construction for the separately convex case provides a similar sequence with the additional condition that $f_{11}^{k}$ and $f_{22}^{k}$ are nonnegative.

## 2 Counterexample to Korn's inequality and to geometrically nonlinear rigidity in $L^{1}$

We start from the geometrically linear case. The following result was first proven by Ornstein [18].

Theorem 1. For any $k>0$ and any $n \geq 2$ there is a function $u_{k} \in$ $W^{1, \infty}\left((0,1)^{n}, \mathbb{R}^{n}\right)$ such that

$$
\int_{(0,1)^{n}}\left|\nabla u_{k}-F\right| d x \geq k \int_{(0,1)^{n}}\left|\nabla u_{k}+\nabla u_{k}^{T}\right| d x
$$

for all $F \in \mathbb{R}^{n \times n}$.
The main tool used in our construction is the concept of laminate, which is the simplest class of mixtures of gradients that can be realized by finelyoscillating vector fields. Consider two matrices $A$ and $B$. If their difference is a rank-one matrix, i.e. $A-B=a \otimes n$, then for any $\lambda \in(0,1)$ we can construct a continuous, piecewise affine vector field $u_{\varepsilon}$ such that its gradient equals


Figure 1: Graph of the periodic function $\chi(t)$, as defined after (3). The sketch in the upper right corner indicates the corresponding pattern generated by the deformation $u_{\varepsilon}$ defined in (3). The quantities $\lambda$ and $1-\lambda$ represent the volume fractions, the oscillation period is $\varepsilon$. The dashed line represent the average deformation $C r$.
almost everywhere $A$ or $B$, and therefore has average value $C=\lambda A+(1-\lambda) B$, by writing

$$
\begin{equation*}
u_{\varepsilon}(x)=C x+\varepsilon \chi\left(\frac{x \cdot n}{\varepsilon}\right) a . \tag{3}
\end{equation*}
$$

Here $\varepsilon$ is a small positive parameter, representing the scale of the lamination, and $\chi: \mathbb{R} \rightarrow \mathbb{R}$ is a one-periodic function defined by $\chi(0)=0, \chi^{\prime}(t)=1-\lambda$ if $t \in(0, \lambda)$ and $\chi^{\prime}(t)=-\lambda$ if $t \in(\lambda, 1)$ (see Figure 1). As $\varepsilon \rightarrow 0$, the sequence $u_{\varepsilon}(x)$ converge weakly-* in $W^{1, \infty}$ to an affine function with gradient $C$. Further, we can force $u_{\varepsilon}$ to have $C$ as affine boundary data, if we permit the gradient to deviate slightly on a small set, see Lemma 4 below. Therefore the construction can be iterated, by redefining $u_{\varepsilon}$, for example, in the regions where $\nabla u_{\varepsilon}=A$ as a function whose gradient oscillates on a scale much smaller than $\varepsilon$ between two rank-one connected matrices whose (weighted) average is $A$.

In general, a probability measure on $n \times n$ matrices $\nu=\lambda \delta_{A}+(1-\lambda) \delta_{B}$ is a first-order laminate with average $C$ if $\lambda A+(1-\lambda) B=C, \operatorname{rank}(A-B)=1$, and $\lambda \in(0,1)$. Here $\delta_{F}$ denotes a Dirac mass supported on the matrix $F$. Laminates of order $k$ with average $C$ are then defined as the set of probability measures obtained from laminates of order $k-1$ replacing any $\delta_{C_{j}}$ with a firstorder laminate with average $C_{j}$. For a detailed discussion of this and related issues, see e.g. [16, 17, 13]. In practice, the concept of laminate permits


Figure 2: Schematic representation of the laminate used in the proof of Lemma 2. The oblique lines represent the matrices which are multiples of those in (4), on which all laminates are supported. The vertical line represents the splitting used to generate $\nu^{\prime}$, the horizontal one the splitting used to generate $\nu^{\prime \prime}$.
to construct Lipschitz maps with prescribed gradients by simply drawing the corresponding splitting of matrices along rank-one lines. The graphical representation permits to greatly simplify the construction procedure.

We construct a laminate supported on $2 \times 2$ matrices with zero diagonal entries which are either symmetric or antisymmetric, i.e., on multiples of the two matrices

$$
\left(\begin{array}{ll}
0 & 1  \tag{4}\\
1 & 0
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

The first is used only with a small weight $\delta$, and with a large coefficient of order $1 / \delta$. This ensures that the total $L^{1}$-norm of the symmetric part is bounded. The second matrix is used in the rest of the domain, with alternating positive and negative coefficients, which become large in significant parts of the domain, and eventually leads to a violation of the $L^{1}$ bound.

To present the precise construction, we parameterize the matrices above by

$$
G_{\alpha, \beta}=\left(\begin{array}{cc}
0 & \alpha \\
\beta & 0
\end{array}\right)
$$

and observe that in the $(\alpha, \beta)$ plane the rank-one directions are horizontal and vertical lines. Our construction is based on iteration of a basic step, which is illustrated in Figure 2 and presented in Lemma 2.

Staircase-type laminates were introduced in [6] to determine the range of exponents $p$ for which the $L^{p}$ theory of planar elliptic equations holds, depending on the ellipticity constant $K$, see also [7, 8]. In fact, our construction
originates from the one used in [8] for the case that the ellipticity constant tends to 1 . A related construction also plays a role in the determination of effective potentials in crystal plasticity [4].
Lemma 2. For any $k>0$ there is a laminate $\nu_{k}$ on $2 \times 2$ matrices, supported on multiples of the matrices in (4), such that

$$
\begin{aligned}
\int F d \nu_{k}(F)= & G_{k, k}, \quad \int\left|\frac{F+F^{T}}{2}\right| d \nu_{k}(F)=\left|G_{k, k}\right|, \\
& \int|F| d \nu_{k}(F)=\frac{5}{3}\left|G_{k, k}\right|
\end{aligned}
$$

and which contains a Dirac mass on the matrix $G_{2 k, 2 k}$ with weight $1 / 2$.
Proof. We construct the laminate explicitly, as shown in Figure 2. We first decompose $G_{k, k}$ into $G_{k,-k}$ and $G_{k, 2 k}$, and obtain

$$
\nu^{\prime}=\frac{1}{3} \delta_{k,-k}+\frac{2}{3} \delta_{k, 2 k}
$$

which has average $G_{k, k}$ (in this section we use the shorthand notation $\delta_{\alpha, \beta}=$ $\delta_{G_{\alpha, \beta}}$. This is possible since the lines at constant $\alpha$ are rank-one lines. Indeed, $G_{\alpha, \beta}-G_{\alpha, \beta^{\prime}}=\left(\beta-\beta^{\prime}\right) e_{2} \otimes e_{1}$ is rank-one.

In a second step, we use that also lines at constant $\beta$ are rank-one lines, and decompose $G_{k, 2 k}$ into a laminate supported on $G_{2 k, 2 k}$ and $G_{-2 k, 2 k}$. This gives

$$
\nu^{\prime \prime}=\frac{1}{4} \delta_{-2 k, 2 k}+\frac{3}{4} \delta_{2 k, 2 k}
$$

which has average $G_{k, 2 k}$. Composing the two we obtain the final laminate,

$$
\nu_{k}=\frac{1}{3} \delta_{k,-k}+\frac{1}{6} \delta_{-2 k, 2 k}+\frac{1}{2} \delta_{2 k, 2 k} .
$$

It is now a simple check to see that all mentioned properties are satisfied.
We now iterate this construction.
Lemma 3. There is a sequence of laminates of finite order $\nu^{(n)}$ on $2 \times 2$ matrices such that

$$
\int F d \nu^{(n)}(F)=G_{1,1}, \quad \int\left|\frac{F+F^{T}}{2}\right| d \nu^{(n)}(F)=\left|G_{1,1}\right|
$$

with

$$
\lim _{n \rightarrow \infty} \int|F| d \nu^{(n)}(F)=\infty
$$

Each laminate $\nu^{(n)}$ is supported on multiples of the matrices in (4).

Proof. We define the sequence of laminates $\nu^{(n)}$ iteratively. We set $\nu^{(0)}=\delta_{1,1}$. The laminate $\nu^{(1)}$ is the one obtained in Lemma 2 for $k=1$, and contains a term $\frac{1}{2} \delta_{2,2}$. At stage $n$, we replace the term $2^{-n} \delta_{2^{n}, 2^{n}}$ with the corresponding laminate obtained in Lemma 2, with $k=2^{n}$. The averages of $F$ and of $\left|F+F^{T}\right|$ are unchanged. On the other hand,

$$
\begin{aligned}
\int|F| d \nu^{(n)}(F) & =\int|F| d \nu^{(n-1)}(F)+\frac{2}{3}\left|G_{2^{n}, 2^{n}}\right| 2^{-n} \\
& =\int|F| d \nu^{(n-1)}(F)+\frac{2}{3}\left|G_{1,1}\right|
\end{aligned}
$$

This concludes the proof.
Theorem 1 follows now from the general fact that for any laminate $\nu$ of finite order one can find a sequence of uniformly Lipschitz functions $u_{i}$ : $(0,1)^{2} \rightarrow \mathbb{R}^{2}$ with affine boundary data given by the average of $\nu$, such that

$$
\begin{equation*}
\int_{(0,1)^{2}} \phi\left(\nabla u_{i}(x)\right) d x \rightarrow \int_{\mathbb{R}^{2 \times 2}} \phi(F) d \nu(F) \tag{5}
\end{equation*}
$$

for any continous function $\phi: \mathbb{R}^{2 \times 2} \rightarrow \mathbb{R}$ (recall that $\nu$ is supported on finitely many points). For completeness we give here a brief sketch of how this sequence can be concretely constructed.

We start from a simple laminate $\nu=\lambda A+(1-\lambda) B$, and show how to modify the function defined in (3) so that it achieves affine boundary data, without modifying significantly the gradient distribution.

Lemma 4. Let $A, B \in \mathbb{R}^{n \times n}$ fulfill $\operatorname{rank}(A-B)=1$, and let $C=\lambda A+$ $(1-\lambda) B$ for some $\lambda \in(0,1)$. Then, for any open domain $\Omega \subset \mathbb{R}^{n}$ and $\delta>0$ there is a function $v \in W^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right)$ such that
(i). $v(x)=C x$ if $x \in \partial \Omega$, and $\|v-C x\|_{L^{\infty}} \leq \delta$,
(ii). $\operatorname{dist}(\nabla v,[A, B]) \leq \delta$ a.e.,
(iii). there are open sets $\omega_{A}$ and $\omega_{B}$ such that $\nabla v=A$ on $\omega_{A}, \nabla v=B$ on $\omega_{B}$, and $\left|\omega_{A}\right| \geq(1-\delta) \lambda|\Omega|,\left|\omega_{B}\right| \geq(1-\delta)(1-\lambda)|\Omega|$.

Proof. We construct $v$ by interpolation around the boundary between the function $u_{\varepsilon}$ defined in (3) and the affine function $x \rightarrow C x$. By a standard covering and scaling argument, it is sufficient to prove the thesis in the unit cube $Q=(0,1)^{n}$.

From (3) we see that $\left|u_{\varepsilon}(x)-C x\right| \leq c \varepsilon$, for some constant $c$ depending on $A$ and $B$ only. Let $\psi_{\delta}$ be an interpolation function which equals one away
from a $\delta$-neighborhood of $\partial Q$ equals zero in a $\delta^{2}$-neighborhood of $\partial Q$, and has gradient bounded by $1 / \delta$. We set

$$
v(x)=\psi_{\delta}(x) u_{\varepsilon}(x)+\left(1-\psi_{\delta}(x)\right) C x .
$$

We have only to check that the gradient of $v$ is close to the segment $[A, B]$. But,

$$
\nabla v(x)=\psi_{\delta} \nabla u_{\varepsilon}+\left(1-\psi_{\delta}\right) C+\left(u_{\varepsilon}-C x\right) \nabla \psi_{\delta}
$$

where the sum of the first two terms belongs to $[A, B]$. The last term is controlled by $c \varepsilon / \delta$. Hence, by choosing $\varepsilon$ small enough, the proof is completed.

The rest is a simple iteration procedure, which mimics the iterative definition of a laminate and the iterative construction of our $\nu$ 's. Indeed, at each step we obtain a function which is affine on two sets $\omega_{A}$ and $\omega_{B}$, which have measures $\delta$-close to the weights of the corresponding matrices in the laminate. In the next splitting step, we apply Lemma 4 to each of the sets $\omega_{A}$ and $\omega_{B}$. The resulting error in the sizes of the sets is controlled, after $n$ steps, by $(1-\delta)^{n}$ (note that we work here with laminates of finite order).

Proof of Theorem 1. The proof amounts to choosing a suitable diagonal subsequence. Precisely, let $\nu=\nu^{(n)}$ be a laminate as in Lemma 3 such that $\int|F| d \nu>k$. By the argument above there is a sequence $u_{i}:(0,1)^{2} \rightarrow \mathbb{R}^{2}$ with affine boundary data given by $G_{1,1}$ which satisfies (5), so that

$$
\int_{(0,1)^{2}} \nabla u_{i} d x=G_{1,1}, \quad \lim _{i \rightarrow \infty} \int_{(0,1)^{2}}\left|\nabla u_{i}\right| d x>k
$$

and

$$
\lim _{i \rightarrow \infty} \int_{(0,1)^{2}}\left|\frac{\nabla u_{i}+\nabla u_{i}^{T}}{2}\right| d x=\left|G_{1,1}\right| .
$$

Choosing a large enough $i$ the theorem is proven.
We now come to the geometrically nonlinear case.
Theorem 5. For any $k>0$ and any $n \geq 2$ there is a function $v_{k} \in$ $W^{1, \infty}\left((0,1)^{n}, \mathbb{R}^{n}\right)$ such that

$$
\int_{(0,1)^{n}}\left|\nabla v_{k}-Q\right| d x \geq k \int_{(0,1)^{n}} \operatorname{dist}\left(\nabla v_{k}, S O(n)\right) d x
$$

for all rotations $Q \in S O(n)$.

Proof. Also in this case we can restrict ourselves to $n=2$. The function $v_{k}$ is constructed by a simple modification of the function $u_{k}$ constructed in Theorem 1. We set, for some $\varepsilon_{k}>0$,

$$
v_{k}(x)=x+\varepsilon_{k} u_{k}(x)
$$

and compute

$$
\nabla v_{k}=\operatorname{Id}+\varepsilon_{k} \nabla u_{k}
$$

Now we observe that for any matrix $F$ we have, by Taylor expansion,

$$
\operatorname{dist}(\operatorname{Id}+F, S O(2)) \leq \frac{1}{2}\left|F+F^{T}\right|+c|F|^{2}
$$

Substituting $F=\varepsilon_{k} \nabla u_{k}$ and integrating we get

$$
\int_{(0,1)^{2}} \operatorname{dist}\left(\nabla v_{k}, S O(2)\right) d x \leq \frac{\varepsilon_{k}}{2} \int_{(0,1)^{2}}\left|\nabla u_{k}+\nabla u_{k}^{T}\right| d x+c \varepsilon_{k}^{2} \int_{(0,1)^{2}}\left|\nabla u_{k}\right|^{2} d x
$$

and since $u_{k} \in W^{1, \infty}$ we can choose $\varepsilon_{k}$ such that the first term is larger than the second one. On the other hand,

$$
\begin{aligned}
\min _{F \in \mathbb{R}^{2 \times 2}} \int_{(0,1)^{2}}\left|\nabla v_{k}-F\right| d x & =\varepsilon_{k} \min _{F \in \mathbb{R}^{2 \times 2}} \int_{(0,1)^{2}}\left|\nabla u_{k}-F\right| d x \\
& \geq \varepsilon_{k} k \int_{(0,1)^{2}}\left|\nabla u_{k}+\nabla u_{k}^{T}\right| d x .
\end{aligned}
$$

This concludes the proof.
In closing, we remark that both Korn's inequality and the Friesecke-James-Müller rigidity hold in the weak- $L^{1}$ sense, i.e., the norm of $\nabla u-F$ in weak- $L^{1}$ is controlled by the $L^{1}$ norm of $\left|\nabla u+\nabla u^{T}\right|$ or of $\operatorname{dist}(\nabla u, S O(n))$, respectively, for a suitable $F$ depending on $\nabla u$.

## 3 A separately convex function whose gradient is not in $B V_{\text {loc }}$

Theorem 6. There is a function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ which is separately convex but whose gradient is not in $B V_{\text {loc }}\left(\mathbb{R}^{2}\right)$. Precisely, $f_{11}, f_{22} \in B V_{\text {loc }}\left(\mathbb{R}^{2}\right)$, $f_{11}$, $f_{22} \geq 0$ (distributionally), but

$$
\int_{(0,1)^{2}}\left|f_{12}\right|=\infty
$$

The function $f$ satisfies $f(x)=x^{2}$ for large $|x|$.


Figure 3: Sketch of the laminate used in the proof of Lemma 7.

Here and below, we denote by $\int_{\Omega}|g|$ the total variation of the distribution $g$ on the domain $\Omega$.

The idea is the following. Instead of constructing $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$, we construct a function $u:(0,1)^{2} \rightarrow \mathbb{R}^{2}$ such that $\nabla u=\nabla u^{T}$, and $u(x)=2 x$ around the boundary. Then it is clear that there is an $f$ such that $\nabla f=u$, which can be extended by $f(x)=x^{2}$ to the whole of $\mathbb{R}^{2}$. The construction of $u$ is based on a laminate, that corresponds to the one used in the previous section, after a change of coordinates. We consider symmetric matrices which have equal diagonal entries, namely,

$$
M_{\alpha, \beta}=\left(\begin{array}{cc}
\alpha & \beta \\
\beta & \alpha
\end{array}\right), \quad \alpha \geq 0
$$

which are second gradients of separately convex functions.
Lemma 7. For any $k>0$, there is a laminate $\nu_{k}$ supported on the matrices $M_{\alpha, \beta}$ such that

$$
\int F d \nu_{k}(F)=M_{k, 0}, \quad \int\left|F_{11}\right|+\left|F_{22}\right| d \nu_{k}(F)=2 k
$$

with

$$
\int|F| d \nu_{k}(F)=\frac{5}{3}\left|M_{k, 0}\right|
$$

and which contains a Dirac mass on the matrix $M_{2 k, 0}$ with weight $1 / 2$.
Proof. The laminate is shown in Figure 3. Rank-one directions are, in the $(k, h)$ plane, parallel to the $k= \pm h$ lines. Therefore we can decompose $M_{k, 0}$
into $M_{0,-k}$ and $M_{3 k / 2, k / 2}$, and obtain the laminate

$$
\nu^{\prime}=\frac{1}{3} \delta_{0,-k}+\frac{2}{3} \delta_{\frac{3}{2}, \frac{1}{2} k}
$$

which has average $M_{k, 0}$ (we use here and below the shorthand notation $\delta_{k, h}=$ $\delta_{M_{h, k}}$ ). In a second step, we decompose $M_{3 k / 2, k / 2}$ into a laminate supported on $M_{2 k, 0}$ and $M_{0,2 k}$,

$$
\nu^{\prime \prime}=\frac{1}{4} \delta_{0,2 k}+\frac{3}{4} \delta_{2 k, 0},
$$

which has average $M_{3 k / 2, k / 2}$. Composing the two we obtain the final laminate,

$$
\nu_{k}=\frac{1}{3} \delta_{0,-k}+\frac{1}{6} \delta_{0,2 k}+\frac{1}{2} \delta_{2 k, 0} .
$$

The construction continues as in Lemma 3 and the following argument. Note, however, that the cutoff procedure if Lemma 4 violates, albeit slightly, the symmetry constraint on $\nabla u$, hence produces functions which are not exact gradients. This problem can be solved by a simple modification of the construction used in the proof of Lemma 4. Precisely, the function $u_{\varepsilon}$ as given in (3) now has symmetric gradient, and therefore we can find $f_{\varepsilon} \in$ $W^{2, \infty}\left((0,1)^{2}, \mathbb{R}\right)$ such that $\nabla f_{\varepsilon}=u_{\varepsilon}, f_{\varepsilon}(0)=0$. For the same interpolation function $\psi_{\delta}$, we define

$$
\begin{equation*}
g_{\varepsilon}(x)=\psi_{\delta}(x) f_{\varepsilon}(x)+\left(1-\psi_{\delta}(x)\right) \frac{1}{2} x \cdot C x \tag{6}
\end{equation*}
$$

and $u_{\varepsilon}=\nabla g_{\varepsilon}$. The remaining details are identical to Lemma 4. Taking a diagonal sequence as above one then obtains for any $k>0$ a separately convex function $f^{k}$ such that

$$
\int_{Q}\left|f_{12}^{k}\right| \geq k \int_{Q}\left|f_{11}^{k}\right|+\left|f_{22}^{k}\right|
$$

We now give a more detailed account how one can construct explicitly a separately convex function whose gradient is not in $B V_{\text {loc }}$.

Lemma 8. Let $\Omega \subset \mathbb{R}^{2}$ and $k>0$. For any $\varepsilon>0$ there is a Lipschitz function $u: \Omega \rightarrow \mathbb{R}^{2}$ such that, for some open subset $\omega \subset \Omega$, we have
(i). $u(x)=M_{k, 0} x$ and $\nabla u(x)=M_{k, 0}$ if $x \in \partial \Omega$,
(ii). $\left\|u(x)-M_{k, 0} x\right\|_{L^{\infty}} \leq \varepsilon$,
(iii). $|\nabla u| \leq 3\left|M_{k, 0}\right|$ a.e., and $\nabla u=\nabla u^{T}$ a.e.,
(iv). $\nabla u=M_{2 k, 0}$ a.e. on $\omega$, and $|\omega| \geq(1-\varepsilon)|\Omega| / 2$,
(v). $\int_{\Omega \backslash \omega}|\nabla u| d x \geq \frac{1}{2}\left|M_{k, 0}\right||\Omega \backslash \omega|$,
(vi). $u_{1,1} \geq-\varepsilon, u_{2,2} \geq-\varepsilon$.

Proof. This follows from the application of the construction in (6) to both lamination stages as discussed above in Lemma 7. Precisely, first consider $A_{1}=M_{0,-k}, B_{1}=M_{3 k / 2, k / 2}, \lambda=1 / 3$ and a small $\varepsilon_{1}$ (to be chosen later). This gives a function $u_{1}$, which on a set $\omega_{1}$ has gradient $B_{1}$. Now we use the construction above on $\omega_{1}$, with matrices $A_{2}=M_{2 k, 0}$ and $B_{2}=M_{0,2 k}$, $\lambda_{2}=1 / 4$, and another small $\varepsilon_{2}$. This concludes the construction: (i), (ii) and (iii) are immediate. To obtain (iv) we need that $\left(1-\varepsilon_{1}\right)\left(1-\varepsilon_{2}\right) \geq(1-\varepsilon)$. Analogously, (v) holds provided that $\varepsilon_{1}$ and $\varepsilon_{2}$ are small enough (compared to 1 ), and if additionally $\varepsilon_{1}, \varepsilon_{2} \leq \varepsilon$ we also get (vi).

Proof of Theorem 6. We first construct $g:(0,1)^{2} \rightarrow \mathbb{R}$ such that it agrees with $x^{2}$ around the boundary, satisfies $g_{11} \geq-1$ and $g_{22} \geq-1$ everywhere, and the integral of $\left|g_{12}\right|$ is infinite. Then the function

$$
f(x)= \begin{cases}\frac{1}{2} g(x)+\frac{1}{2} x^{2} & \text { if } x \in(0,1)^{2} \\ x^{2} & \text { else }\end{cases}
$$

will satisfy the statement of the theorem. In turn, the function $g$ is constructed as the limit of functions $g^{(n)}$, each of which is obtained as the potential of a suitable vector field $u^{(n)}$ with symmetric gradient.

We start with $u^{(0)}: \Omega^{(0)}=(0,1)^{2} \rightarrow \mathbb{R}^{2}$ defined by $u^{(0)}(x)=x$. Let $\Omega^{(1)}$ be an open set compactly contained in $(0,1)^{2}$, and such that $\left|\Omega^{(1)}\right| \geq 1-\varepsilon^{(1)}$, for some small $\varepsilon^{(1)}$ to be fixed later. We define $u^{(1)}$ in $\Omega^{(1)}$ as the function obtained from Lemma 8 with $k=1$ and $\varepsilon=\varepsilon^{(1)}$, and in $\Omega^{(0)} \backslash \Omega^{(1)}$ as $u^{(0)}$, and then iterate using the set $\omega$ for $\Omega^{(2)}$.

At stage $n$, we apply Lemma 8 with $k=2^{n-1}$ and $\varepsilon=\varepsilon^{(n)}$ to construct the function $u^{(n)}$ on the set $\Omega^{(n)}$. The latter is then extended as $u^{(n-1)}$ to the rest of the unit square. The next set $\Omega^{(n+1)}$ is the set $\omega$ in the statement of Lemma 8.

We claim that we can chose iteratively $\varepsilon^{(n)}$ so that at stage $n \geq 1$ the following holds: $u_{1,1}^{(n)} \geq-1, u_{2,2}^{(n)} \geq-1$ a.e.,

$$
\frac{1}{2^{n}}<\left|\Omega^{(n)}\right|<\frac{1}{2^{n-1}}, \quad \nabla u^{(n)}=M_{2^{n}, 0} \text { on } \Omega^{(n+1)}
$$

and

$$
\int_{\Omega^{(n)} \backslash \Omega^{(n+1)}}\left|\nabla u^{(n)}\right| d x \geq \frac{1}{\sqrt{2}} 2^{n-1}\left|\Omega^{(n)} \backslash \Omega^{(n+1)}\right| \leq c>0 .
$$

The only delicate point is the control from below of the size of $\Omega^{(n)}$. To guarantee the inequality above, it is sufficient at step $n$ to choose $\varepsilon^{(n)}$ so that $\left(1-\varepsilon^{(n)}\right)\left|\Omega^{(n)}\right|>2^{-n}$. This is always possible since by induction $\left|\Omega^{(n)}\right|>2^{-n}$, and guarantees that $\left|\Omega^{(n+1)}\right|>2^{-n-1}$.

Finally, if the sequence $\varepsilon^{(n)}$ is chosen summable the sequence $u^{(n)}$ converges to a limit $u$, and at the same time the sequence of primitives $g^{(n)}$ converges to a limit $g$. To see this, it is sufficient to observe that $\| u^{(n)}-$ $u^{(n-1)} \|_{L^{\infty}} \leq \varepsilon^{(n)}$. Therefore $u^{(n)} \rightarrow u$ in $L^{\infty}$. This implies that the $g^{(n)}$ converge strongly in $W^{1, \infty}$, and hence the limit is also separately convex. Indeed, the pointwise limit of convex functions is convex, and $W^{1, \infty}$ convergence implies pointwise convergence.

Remark 9. Following the approach of Kirchheim [12, Chapter 3] based on Baire category it can be also shown that there are separately convex functions $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $f_{12}$ is not a bounded measure on any open set. Indeed, let $X^{0}$ be the set of $W^{2, \infty}$ functions which coincide with $x^{2}$ up to the gradient on the boundary of $(0,1)^{2}$, which satisfy $f_{11}, f_{22}>0$, and which have second gradient piecewise constant. The closure $X$ of $X^{0}$ under the strong $W^{1, \infty}$ topology is a complete metric space. Any function in $X$ can be extended to a separately convex function on $\mathbb{R}^{2}$ by

$$
f(x+z)=f(x)+2 x \cdot z+z^{2} \quad \text { for } x \in[0,1)^{2}, \quad z \in \mathbb{Z}^{2}
$$

We now define, for any open ball $B \subset \Omega$ with rational center and radius, and for any integer $M \geq 0$, the closed set

$$
X_{B, M}=\left\{f \in X: \int_{B}\left|\nabla^{2} f\right| \leq M\right\} .
$$

By using the construction above one can prove that the interior of $X_{B, M}$, under the strong $W^{1, \infty}$ topology, is empty. It follows that the complement of the union of the $X_{B, M}$ is residual, and hence nonempty, by the Baire category theorem. In particular, there is a function $f \in X \backslash \cup X_{B, M}$. It is separately convex on $\mathbb{R}^{2}$ and obeys

$$
\int_{B}\left|f_{12}\right|=\infty \text { for any open ball } B \subset \mathbb{R}^{2}
$$
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