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1. Introduction 

If f2 is a complex manifold, let P(f2) denote the plurisubharmonic functions on Q. Each 

u 6 P(f~) is subharmonic with respect to every operator Aa which in local coordinates 

may be written in the form 

a 2 
m a = 2aa~/ OziOZj 

where a=(ao.) is a nonnegative Hermitian matrix. We wish here to exploit the fact that 

plurisubharmonic functions are simultaneously subharmonic with respect to several 

Laplacians to obtain some results on their local behavior which are stronger than those 

known for subharmonic functions. We are motivated by the equation 

( det L [02//0zi Ozj _1]) 1/"=linf{A"u:det[aO']=l)n (1.1) 

for u fiP(Q)nCZ(~2) (c.f. Gaveau [15]); this quantity, in some sense, estimates the 

extent to which u lies in the interior of P(Q). Because of the geometric nature of the 

cone P(f~), it seems that a "potential theory" which can describe the properties of 

P(Q) must necessarily be nonlinear. 

The operator dd~=2iOj and its exterior powers (ddC) j a r e  invariant under holomor- 

phic mappings. It is easily seen that in local coordinates 

[ OZu ]dV(z). (1.2) (ddCu) n = C n det ] Ozi OZj J 
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The operators (1.1) and (1.2) are clearly related, but the complex Monge-Amp~re 

operator (ddr " seems better suited to the purpose of potential theory. In fact, the 

Dirichlet problem was shown in [4] to be well posed for (ddC) " and examples were 

given to show certain difficulties with (1.1). Here, we will use the operator (dd~) ~ to 

replace the Laplacian and prove, in the category of complex analysis, the analogues of 

some well known results of classical real potential theory. Since our arguments 

completely avoid the explicit use of kernels and convolutions, they may in some cases 

also give new proofs to classical results in the case n= 1. 

As in [4], we may define 

(dd~)": P(g2) n L=(~, loc)---~ M,,,(f2) 

where M,,,(f2) denotes the space of (n, n) forms on Q with (Bored measure coeffi- 

cients, with the usual topology of weak convergence of measures. Our first main result, 

Theorem 2.1, shows that this is actually an extension of the operator (ddC) ~ on smooth 

functions. The case n=2 was proved differently in [5]. It is known [27] that the operator 

(da~)" cannot be defined as an element of M , , , ( ~ )  for all u6P(~2). The "correct"  

domain of definition for (daY)" still seems not to be known. 

Several capacities have been introduced in connection with various problems of 

analytic function theory (see e.g., [1], [10], [22], [25], [26], [28]). And it seems, in 

contrast to the case of C ~, that there may be a large number of different capacities, 

each arising naturally from a different problem. For the situation at hand, the natural 

capacity is 

C(K, fZ)=sup{f,(d, ev)": vEP(g2), 0 < v <  1} (1.3) 

where Kcs  is compact. This has the property of decreasing under holomorphic 

mappings; i.e. iff." f21-->Q 2 is holomorphic, then 

C(K, g2~) >i C( f (K) ,  ~')2)" 

Our second main result, Theorem 3.5, is that every u EP(ff2) is quasicontinuous with 

respect to this capacity. That is, for each ufiP(Q) and each e>0, there is an open set 

Ocg2 such that C(C, f2)<e and u is continuous on the complement of G. For subhar- 

monic functions, this theorem is due to H. Cartan [9]. 

The usefulness of (ddC)" in replacing the Laplacian is reflected in the comparison 

theorems we may obtain using it. For instance, we derive a domination principle, 

Corollary 4.5, analogous to the one known in classical potential theory. 
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We also consider the capacitary plurisubharmonic function u~:, the upper semicon- 

tinuous regularization of the envelope 

UE=sup{v: vfiP(Q), v < 0 ,  v~<--I on E}. 

The extremal function u~: is used to give the connection between the capacity C(E, if2) 
and the pluripolar sets; i.e. sets which are locally contained in sets of the form { v = -  ~ } 

for some plurisubharmonic function v. With Theorems 2. I and 3.5 it is possible to give 

a simpler proof of the characterization given in [2] and [3], 

C(K, if2) = f (ddCu~:)" (1 

for K a compact subset of if2. For (1.4), we assume there is a Stein manifold M with 

ff2={Q<0}�9 for some strictly plurisubharmonic ~) on M. However, since all the 

interesting aspects of our work are local, we will assume that if2 is a bounded, strongly 

pseudoconvex domain in C n. In fact, we may always take ~2={z6C": M<R}. The 

corresponding statements for Stein manifolds will be obvious, and they are omitted. 

We also extend the arguments of [2] and [3] to show in Theorem 6.9 that the sets of 

outer capacity zero are precisely the pluripolar sets. This then gives another proof of 

Josefson's theorem [17] on the equivalence of locally and globally pluripolar sets. 

We consider also the so-called negligible sets, which are those of the form 

N={w<w*} 

where w=supau~ is the upper envelope of an arbitrary family of plurisubharmonic 

functions locally bounded above, and w*(z)=lim supr w(~) is its upper semicontin- 

uous regularization. In [2] and [3] it was shown that 2r is pluripolar if 

{u~} cP(Q) n C(f2). Here we extend this result to the general case and show in Theorem 

7.1 that the negligible sets are pluripolar. As a consequence, we find that the capacity 

defined in (1.3) satisfies the hypotheses of a generalized capacity, and so by Choquet's 

theorem the Y{-analytic sets are capacitable. Another consequence is that monotone 

sequences in P(Q) are "quasi-uniform" (Theorem 7.2). These results are then applied 

to some questions of stability in  the interior Dirichlet problem for (ddC) ", and to give 

results on the " th in"  points of sets. 

2. The operators (dd~) k and 5fk 

Throughout the paper we use the notion of positive differential forms, or positive 

currents, as presented in Lelong [18]. This notion was first defined and used by Lelong 
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in [21]. If  ~0 is a positive current of bidegree (p, p), then ~0 is a distribution of order zero. 

Thus, if g0 is a positive current of bidegree (1, 1) with smooth coefficients, then ~ ^ ~  is 

well defined and is also a positive current. However,  we need to use an extension of 

this multiplication of positive currents. 

Recall that given v I . . . . .  v k E P ( f 2 ) N L = ( f L I o c )  we may define the positive current 

d ~ v  ~ ̂  ... ^ ddCv k (inductively) as a distribution if we give its action on a test form ~p 

of bidegree ( n - k ,  n - k )  as 

fQ ddCv' A ... ^ dd~vk ^ ~O= ( vlddCv2 ^ ... ^ d ~ v k  ^ ddC~O (2.1) 
df l  

main result of  this section shows that (dd~) k is continuous under (see [4]). The 

decreasing limits. Thus, the definition is justified as an extension of the operator on 

smooth functions, and, therefore, retains the usual algebraic properties of the operator 

on smooth functions. 

THEOREM ,2.1. L e t  {v)} . . . . .  {v~} be decreas ing  s e q u e n c e s  o f  f unc t i ons  in P(ff2)f) 

L=(ff~, loc) and  a s s u m e  that  f o r  all z E f2, 

Then 

!imv~= v i E p ( ~ ) f ) L = ( Q , l o c ) ,  1 <~i<~k. 

!im ddCv) ^ ... ^ d~v~ = ddCo I A ... A ddCv k 

where  the limit is in the w e a k  topology  on Mk, k(Q), the currents  o f  b idegree  (k, k) on if2 

o f  order  zero; i.e. which  are r epre sen t ed  by integrat ion (see e.g. [18] or [15]). 

An immediate consequence of Theorem 2.1 is 

COROLLARY 2.2. The map  ( v  1 . . . . .  v~)~--~dd~v ~ ̂  ,.. ^ dcl~v k is a symmetr ic ,  multi-  

l inear m a p  o f  [P(~)NL~(s k into the cone  o f  nonnega t ive  c losed  currents  o f  

b idegree  (k, k). 

For  the proof of Theorem 2. I and many other results of this paper, it is convenient 

to introduce the classes 

P* = P*(f~, K, O, A ,  B) (2.2) 

where f~ is a bounded, strongly pseudoconvex subset of C n, K is a compact subset of 

f~, 0 is a strictly plurisubharmonic function on ~ which is a defining function for 
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f~ = {Q<0}, and A, B are constants with A>0.  A function u 6 P(f~) tq L=(f2, loc) belongs 

to P* if 

u(z) = AO(z)+B, z E ~ \ K .  

We will usually not display the lengthy list of  parameters Q, K, ~, A, B. 

The use of  the classes P* is easily seen. Note that the assertion of  Theorem 2. l is a 

local result. Also, if the functions v~ are changed outside a relatively compact  open set 

t o c Q ,  the convergence in ~o will not be changed. Now, if the relatively compact  open 

set ~o is specified and if the vj converge as in the hypotheses of Theorem 2.1 we can 

always find constants A, B > 0  and a compact  set K so that all the functions 

-i ~max(v~(z) ,ap(z)+B),  z 6 K  

v)(z) = I.ap(z)+B, z 6 Q \ K  

belong to P* and Oj(z)=vj(z) for  z fi w. Thus, in proving a local convergence result like 

Theorem 2.1, we can always assume the functions are smooth outside a compact  subset 

of  Q. 

Proo f  o f  Theorem 2. I. The  proof  is by induction on k. For  k= l,  the assertion is 

well known [18]. Assuming the result for values up to k, we will prove that 

lim ( v ~ d~v)  ^ ... ^ d~v~ ^ d ~ V  = (v~ A ... A ddCvk ^ ddCv (2.3) 
3~ 

for all test forms q, on Q. By (2.1), this implies ddCv~ converges in 

Mk+ ,. k+ l(g2) �9 And, following our  remarks concerning P* (see (2.2)), we can assume that 

v~ 6 P * = P * ( Q ,  K, •, A, B). By adding a constant to the v's, we may assume that B=O. 

Now we will prove  (2.3) for  ( n - k - 1 ,  n - k - 1 )  forms q5 which have the following 

properties: 

dd~q~>0 is a positive current on Q, 

is smooth in a neighborhood of  ~ ,  (2.4) 

and ~ = 0  on af t .  

This will suffice to complete the proof, for given any compactly supported test form V, 

we may choose e small enough that 

= -o(dd~Q)"-k-I+e~p 
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will satisfy (2.4). Now (2.3) will hold for V) and -o(dcPo) n-k-I, and thus it will hold for 

~p=e-l(~+p(dd~Q)n-k-J), which is what we wanted. 

The first step in the proof of (2.3) is the inequality ~< which is a simple consequence 

of the uppersemicontinuity of v ~ For later reference we will state it in a slightly more 

general form. No proof is given, since this is a well known property of weakly 

convergent nonnegative measures. 

LEMMA 2.3. Let  vj be a sequence o f  upper semicontinuous functions which either 

increase or decrease almost everywhere to an upper semicontinuous function 

vEP(~)nL=(Q,loc) .  Let  p and pj be nonnegative measures all supported on a 

compact set Kcs with ttg---~tt. Then 

Notice that the lemma (with vj=v~ ^ .../x ddCvf ^ ddCy) proves that 

holds in (2.3) with dd~y replaced by any ( n - k ,  n - k )  form Z which is positive on the 

compact set K for which v~ C P*(Q, K, p, A, B). This is because Z can be split up into two 

parts, X=Z1 +Z2 by a partition of unity, where ZI1>0 and support Z 2 c Q \ K .  We get the 

inequality ~ in (2.3) for Z1, by the lemma. The terms involving Z2 all converge because 

v~=Ap on the support of Z2. 

To prove the other inequality in (2.3), first assume that all the approximants vjare 

smooth on Q. Then 

+fo \ K  

~fKV~176 

= f n o ~  A ... ^ d f v k  A dd~o+ fn\K(O~176 ^ ... ^ ddCvk ^ d~q;. 

The last integral vanishes because v ~ v~ on ~ \ K .  Using (2.1), the first integral is 

equal to 

l v 'ddcv~ ddCv2  A " '"  A ddCvkA ddr <~ ( v )  ddCv~ ddr ddevkA d d~ ~fl 
J~ [ d~ 

foo , = v) d~v)  ^ dd~v z ^ ... ^ d ~ v  k ^ ddC~. 
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Repeating the argument k-1  more times gives 

fo fo v~ A ... /x dd~v k ^ ddCga <- v ~ ddCp) A ... ^ ddCv) /x ddCga. (2.5) 

Let t ingj-+~ in (2.5) gives the other inequality in (2.3). 

If the v~ are not smooth, then note first that it follows from the case just proved 

that 

a-+olim fa(v~)add~(v))aA ... /x ddC(v~)a ^ dd~p = f a  4 dd~v) ^ . . . /x  d ~ v ~  /x d ~ f l ,  

where (v)a=v-x-~oa denotes a usual regularization of the plurisubharmonic function v 

(see [18]). Thus, by a diagonalization process, we can choose 63---+0 so that 0j=(vj)aJ 

decreases to v; and for all test forms ~p 

!im ( v ~ d + v )  ^ ... ^ ddCv~ ^ d d ~  : lim ((6~ ^ ... ^ dd~O~ A dd%p. 
J--+~ J~  J-+~JQ 

By the case just proved, the last limit equals f v ~ d d C v l ^  ... ^ dd~vkA dd~v2. This 

completes the proof. 

The operators 

~Lt'k: [P(Q) fl L=(f2, loc)] k+ L-+Mk. k(f2) 

given by 

~k(V ~ V 1 . . . . .  V k) = v~ ^ ... ^ ddCv k 

which appeared in the proof of Theorem 2.1 are equally as important as (ddC) k. Of 

course, from (2.1), convergence of the currents d d  ~ v ~ ^ ... ^ ddCv~ is equivalent to the 

convergence of ~k(V ~ . . . . .  V~) on test forms of the type dd~0. However, the 5fk'S 

themselves also converge under decreasing limits and this was, essentially, already 

shown in the proof of Theorem 2.1. 

THEOREM 2.4. L e t  f f2cC n, and  let {v ~ .... , {v~} be decreas ing  s e q u e n c e s  o f  

f u n c t i o n s  in P(f2)  n L ~ ( f 2 ,  loc) such  that  

Then 

lim vj = v i C P(f2) N L~(~2, loc). 
j---~ ~o 

!im 5~k(V ~ . . . . .  V~) = =~k( v~ . . . . .  Vk), 
j - - +  ~ 

where  the c o n v e r g e n c e  is as currents  o f  order  0 in Mk, k(f2). 
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The main part of  the proof  of  Theorem 2.4 is an observation we will use again later, 

so it is stated separately here. It is convenient  to use the notation p(q~) for the pairing of 

a current  kt with a test form cp in this lemma. 

LEMMA 2.5. Let  p, v he currents o f  hidegree (k, k) on f2cC ~ such that 

(i) i . t -v  is a positive current on f2 

(ii) kt=v outside a compact subset K off2;  and 

(iii) kt(ddC~p)=v(dd~p) for  all smooth ( n - k -  1, n - k -  I) 

test forms V; on f2. 

Then p=v.  

Remark. Note  that (iii) implies that n>k. The lemma asserts there are no closed 

nonnegative compact ly  supported (k, k) forms, if k<n. 

Proof. Let  tip=tiP~p! where f l=l iE  dzj ^ d2j is the Kiihler form on C". Since 

p-v>>-O and k t - v = 0  outside of  K, we only have to prove that (p--V)(fl,_k)=0 ([18], 

Theorem 2, p. 69). Le t  Z~>0, Z C Co(Q) be such that X= l on a neighborhood of  K. Le t  u 

be a smooth ( n - k - l ,  n - k - l )  form with dd~u=fln_k. Then 

( p - v )  (fl._~) = ( p - v )  (Zfl,-k) = ( p - v )  (z ddCu) 

= ( p - v )  (ddr ^ cPu-du ^ d ~ z - u d ~ z ) .  

Now (p-v)(dd~(gu))=0 by hypothesis  (iii). All the other  terms involve derivatives o f x  

and therefore are supported in the open set V 2 \ K  where p - v  vanishes. Thus, k t -v =0 ,  

as asserted. 

Proof  o f  Theorem 2.4. Since the assertion of the theorem is local, we may assume 

all the vj belong to one of  the classes P* (see (2.2)). First assume n>k, and let 

= v~ ^ ... ^ dclCv k = ~ ( v  ~ v 1 . . . . .  v~). 

Let  v be any weak limit of  the currents 5fk(v ~ . . . . .  v;). By the proof  of  Theorem 2.1 and 

the ~< part of (2.3), or directly f rom Lem m a  2.3, it follows that p~>v. Since v}EP*,we 

have p = v = ~ k  (Ao+B . . . . .  Ao+B)  outside K�9 And Theorem 2.1, via (2.1), implies 

that p - -v  on test forms of  the type ddCg,. Thus,  kL=v by Lem m a  2.5. This proves the 

Theorem when n>k. 

If  k=n, we can think of  the v~ as functions on f 2 x C c C  n+l. Then the case just  
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proved applies, so {Sfn (v ~ . . . . .  v j)} converges as currents on f~ x C. Applying this con- 

vergence to test forms of the type ~Pj(Zl . . . . .  zn) ~P2(zn+l) dz,+l ^ d~,+~, we see that the 

5fn(V ~ . . . . .  v j )  also converges as currents (measures) on g2cC n. This completes the 

proof. 

Of course, the form ~k(vO, v ~ . . . . .  V k) is symmetric in (v ! . . . . .  v k), but not in 

(v ~ v ~ . . . . .  Ok). However,  another interesting consequence of Lemma 2.5 is the "sym-  

metry in convergence"  of 5r in (v ~ v ~ . . . . .  vk). 

THEOREM 2.6. S u p p o s e  {v ~ . . . . .  {v~} c o n v e r g e  p o i n t w i s e  to v ~ . . . . .  v k in 

P(f2) N L~(ff2, loc) in s u c h  a w a y  tha t  

(i) ~k(V ~ V) . . . . .  V~)~Sfk(vO, v ' . . . . .  vk); a n d  

(ii) ddev ~ ^ ddCv 2 ^ ... ^ darv~---~ddCv ~ ^ dd~v 2 ^ ... ^ ddr k. 

(iii) {v))is e i t he r  an  i n c r e a s i n g  or  d e c r e a s i n g  s e q u e n c e .  T h e n  

v o, 4 . . . . .   k(o 1, v ~ v . . . . .  ok). 

Proo f .  I f  p=5~k(V' ,  V ~ V z . . . . .  V k) and v is any weak limit of 5fk(V ),  V ~ V 2 . . . . .  V~) then 

kt~>v (by Lemma 2.3), p = v  outside of K, (since we can assume vj E P*). Further,  on test 

forms of the form ddC~p, ~ k  is symmetric in v ~ . . . . .  v k. Thus, Lemma 2.5 guarantees 

convergence for the ~k no matter the order o f  the sequences when n > k .  The case n = k  

follows exactly as in the proof of Theorem 2.4. 

An important corollary of Theorems 2. l ,  2.4 is the following. 

THEOREM 2.7. I f f 2 = C "  a n d  {uj}, {wj), {v)) . . . . .  {v~} are  d e c r e a s i n g  s e q u e n c e s  o f  

f u n c t i o n s  in P(f2)nL~176 a n d  i f  the  c o r r e s p o n d i n g  l imi ts  u , w , v  I . . . . .  v~E 

P(Q) n L~176 loc), t h e n  

lim duj ^ ~ w j  ^ dd~v 1 ^ ... ^ d d ~ v ~ = d u  ^ dew ^ ddCv ~ ̂  ... ^ ddr in Mk+l.k+l(f2). 
j - -~  oo 

Proo f .  By polarization in the symmetric forms du  ^ f w  and dd~v ~ ̂  ... ^ ddCv k, it 

is no loss of  generality to assume that u j = w ~ a n d  vj=vj,  l<~i<~k. Also 

assume u~>0. Then we have the identity 

-~dclCu~ A (ddCvj) k =  ujddCuj ^ (ddCvj)k+duj  ^ dCuj ^ (ddCvj) k 

(which also serves as the weak definition of the last term). Since the left hand side and 

the first term of  the right hand side converge as j---~+o,, by Theorems 2.1 and 2.4, so 
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does the last term. The general case follows by applying this argument to u j + C  for a 

suitable large constant C. 

Note the following typical, simple algebraic formulas which hold as a consequence 

of Theorems 2.1, 2.4, 2.7. 

COROLLARY 2.8. I f  u, v f P ( f 2 )  nL~(f2,1oc) a n d  q~r  then Scp[(dd~u) " -  

(dd~v)n]=J " (u-v )ddCq)  ^ O, where  

0 = (dd~u) "-I +(dd~u) "-2 ^ ddCv+ ... +(ddCv) "-l .  

Proof .  The equation holds for smooth u and v so the result follows from Theorem 

2.1 by approximating u, v by decreasing limits of smooth plurisubharmonic functions. 

COROLLARY 2.9. I f  u, v, w fi P* =P*(f2, K, O, A ,  B),  then 

fn(u-v) (dc~w)'=- fnd(u-v) ^ d~w ̂  (dd~w)"-'. 

Proof .  We can select uj-, vj, wj smooth plurisubharmonic functions in a class P* 

(with possibly different K, A, B) which decrease to u, v, w on a neighborhood of K. 

Then convergence follows from Theorem 2.4 for the left side and Theorem 2.7 for the 

right side. 

Finally, for later reference, we record the Chern-Levine-Nirenberg estimates for 

(ddC) ~ on bounded plurisubharmonic functions (c.f. [11] or [4]). 

THEOREM 2.10. I f  v ~ . . . . .  vk f iP( f2 )  n L ~ ( Q ) ,  Q c C  ~, and  i f  K is a c o m p a c t  subse t  

o f f 2 ,  then  there  is a cons tan t  C = C ( K ,  f2) such  that  

(i) KdCFv' ̂ ... ^ ddCv k ^ f l , -k  <- CIIv'll  . . .  Ilvkll 

(ii) KV~ ^ . . . / x  ddCv k/x fln-k <~ CIIv~ ..,  Ilvkll 

(iii) [ dv ~ ^ dCv ' /x ddCv 2 ^ . . . / ~  ddCv k A fl~-k <~ Cllv~ .. .  LLvkLL 
d K  

where  f l ,_k=fl~-k/(n--k)! ,  fl=�89 E dzy ^ d~ i is the Kiihler  f o r m ,  and  

Ilvil{ = sup {Ivi(z)[: z 6 Q }. 

is the s u p r e m u m  norm o f  v. 
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3. Quasicontinuity 

In this section we define the inner capacity associated with the operator (ddC) n and give 

some of its elementary properties. Then we give a Schwarz inequality for the gradients 

of plurisubharmonic functions. The main result of the section, Theorem 3.5, is that a 

plurisubharmonic function is continuous off of an open set with arbitrarily small 

capacity. For  subharmonic functions, the corresponding result was obtained by H. 

Cartan [9]. 

Definition 3.1. Let  ~2 be an open set in C n. If K is a compact subset of f2, then we 

define 

and 

C(K, ff2)=C(K)=sup{fK(ddCu)n: uEP(f2),O<u< 1} 

C(E, f~) = sup {C(K): K is a compact subset of E}. 

Note that C(E) is an inner capacity. If  E is a Borel set, then 

C(E)=sup{fE(dd~u)": uEP(ff2),O<u<l}. 
PROPOSITION 3.2. Let Q c C "  and C(E)=C(E, Q). 

(1) If  El=E2, then C(E1) <- C(E2). 

(2) If  Ecg21cff22, then C(E, Q1) I> C(E, g22). 

(3) c g 
j=l 

(4) I f  E,cE2= ... are Borel sets in g2, then C(UEj) = limj~ C(Ei). 

Proof. Assertions (1), (2), (3) are clear. For  assertion (4) let uEP(f2),  0 < u < l  be 

chosen so that C(E)<.fe(dd~u)n+e. Since limj_,=C(Ej)~limj_~fg(ddCu) n we have 

C(E)<~limjC(Ej). The other inequality follows from (I). 

Given a positive ( n -  1, n -  1) current Z0 we may consider the pairing 

(a, fl) = -- f a A J*fl AZo (3.l) 

where a, fl are smooth real 1-forms and J* is the adjoint of the almost complex 

structure, acting on l-forms. Since this pairing is symmetric it is an inner product so the 

Schwarz inequality 
t(a, /~)f2 ~< (a, a) @, 8) 

holds. 



12 E. B E D F O R D  A N D  B. A. T A Y L O R  

PROPOSITION 3.3. Let  u., uz, v l, v2, w 1 . . . . .  Wn_ I E.P(f2) N L| loc) 

{ul+Uz}�9 O~<~pE Co(f2), ~p=l on {Ul4:Uz}, then 

be given. I f  

)2 (f ) ^ aV(v,-vz) ^ • ~< d ( u l - u 2 ) ^ ~ ( u , - u z ) ^  Z 

^z) 
where Z=daVw, ^ ... ^ ddCwn_l. 

Proof. If we set Zo=~0Z, then with the notation of (3.1), we have 

(du, dr) = f ~t' du ^ dCv ^ Z. 

The integrands in the proposition are defined for u E P(f2) N L~~ loc) by Theorem 2.7. 

The extension to differences of plurisubharmonic functions is achieved by multilinear- 

ity. Theorem 2.7 also implies that du belongs to the Hilbert space obtained by 

completing the smooth 1-forms in the norm la]2=(a, a) induced by the inner product. 

Thus the estimate is a special case of the Schwarz inequality in this Hilbert space. 

The Schwarz inequality is now used to prove that decreasing sequences of pluri- 

subharmonic functions converge "almost" uniformly. 

THEOREM 3.4. Let  uj, u EP*=P*( f2 ,K ,  o ,A ,  B) and suppose uj decreases to u on 

f2. Then for  each d>0, 

lira C{z E Q: uj(z) > u(z)+d} = 0. 
j--~ oo 

(See (2.2)for the definition o f  P*.) 

Proof. Without loss of generality, take 6=1. Let ~={zEf2:  uj(z )>u(z)+l} .  If 

vEP(f2) ,  0 < v < l ,  then 

J~ 

= - j d ( u F u )  ^ cry ^ (ddCv) n-I . 

By Proposition 3.3, the last integral does not exceed 

c d ( u F .  ) ^ ~(u~-u)  ^ (ddCv) ~-~ 
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where C=(f ,odv  ^ ~ v  A (ddCv)"-l) ~/2 and to is a relatively compact neighborhood of the 

compact set K from the class P* =P*(Q, K, 9, A, B). We know the constant C depends 

only on to and sup {Iv(z)l: z E ~},  by the Chern-Levine-Nirenberg estimate of Proposi- 

tion 2.10. Another integration by parts then yields 

C (uFu) ^ (d v) ~ ^ da (.j-u) 
Jq 

Thus, the power of ddCv has been reduced to n -  1 in the term on the right hand side of 

(3.2). 

We would like to repeat this argument n - 1  more times, but there is one problem. 

Namely, when we integrate by parts to obtain 

((Uj--U) (ddCu) n-' ^ ddC(uj-u) .~- - - ( d ( u j - I ~ ) ^  (leo ^ (ddCo) n-2 ^ ddC(Idj-u). 
Jn 3 

The Schwarz inequality cannot be applied directly to the right hand side because the 

( n - l ,  n - l )  current (dd~v) n-2 ^ ddC(uFu) need not be positive. However, it suffices to 

estimate the integral obtained by replacing ddC(uFu) by ddr This term can then 

be estimated by the Schwarz inequality and the Chern-Levine-Nirenberg estimate, 

exactly as before. 

Continuing in this manner, we finally obtain that fq(dd~v) n is dominated by a 

finite number (2 n) of terms of the form 

where each of the functions w ~ .. . .  ,w ~ is either equal to uj or u. The constant C 

depends on sup {luj{z)l: z E f~, j = l ,  2 . . . .  }, which is finite since u i decreases to u in P*. 

According to Theorem 2.4, each integral of the form (3.3) converges to 0 as j---~+~. 

Thus, 

which completes the proof. 

THEOREM 3.5. Let  f2 be a bounded open set in C n and uEP(ff2). Then for  each 

e>0, there is an open subset  • o f  Q such that C(O, ~2)<e and a is continuous on f2 \ (7 .  

2-822906 Acta  Mathemat ica  149 
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To minimize technical problems, we give the proof here only for 

u 6 P(ff2) n L~(ff2, loc). 

The full result will be immediate after we have shown that 

lim C { z 6 if2: u(z) < - j }  = 0 
j---~ oo 

(3.4) 

in Section 6. Only the bounded case of Theorem 3.5 is used in the arguments leading to 

(3.4). 

Proof  o f  Theorem 3.5 for  P(Q) nL=(f2, loc). Because of (2) and (3) of Proposition 

3.2, we can assume that Q is strictly pseudoconvex, or even a small ball, and u is 

plurisubharmonic and bounded on a neighborhood of (2. Let u] be a sequence of 

smooth plurisubharmonic functions which decrease to u on a neighborhood of (2. By 

shrinking if2 and replacing uj, u by max(uj, Ao+B), we see that it is also no loss of 

generality to assume that 

uj, uEP* = P*(ff2,K,Q,A,B). 

Then by Theorem 3.4, there exists an integer jr and an open set 

t m r such thatC(~t ,Q)<2-t .  IfGk-Llt>kGt, then the functions uj decrease to u uni- 

formly on f 2 \ G k .  Hence,  u is continuous on f ~ \ G k .  But, by (3) of Proposition 3.2, 

C(G k, ff2)~<Et>k C(~ ;, Q)<2  -~, which completes the proof. 

4. Comparison theorems 

Using the quasicontinuity established in Theorem 3.5, we derive some useful exten- 

sions of the results of Section 3 of  [4]. 

THEOREM 4.1. Let f2 be a bounded open set in C n. Let u, v6P(g2) nL~~ and 

suppose that l iminf~0nu(~)-v(~)~>0 (i.e. u>~v on Of 2). Then 

f (d~v)" <~ ( (ddCu) ". 
.<v} a{.<v} 
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Proof. First, we can assume that lim inf~__.o~ u(~)-v(~)~>26>0. Otherwise,  replace 

u by u+2d and then let 6--->0. Thus,  there is a relatively compact  open set cocf l  such 

that u(z)>~v(z)+d for z C Q \ w .  We can therefore choose smooth plurisubharmonic 

functions uk, v i which decrease to u, v on a neighborhood of  tb and which satisfy 

uk(z)>-vj(z) for all z E 0to. 

By the comparison theorem for smooth plurisubharmonic functions ([4], Proposi- 

tion 3. l) 

f{,k<~j}(dd:v:)" <~ f{,,k<vj}(dd~u~)". (4.1) 

Let  e>0,  and let G=G~ be an open subset of  Q with C(G)<e such that u ,v  are 

continuous on F=Q\G. Thus,  we can write v=cp+q: where c: is continuous on ~ and 

q:=0 outside of  G. If  ~ is the open set ~={uk<q~}, then since (dcPvj)"--->(d:v)"weakly 
on Q, we have 

f (ddCv)" ~)im f (ga~O". 

But, ~ c { u k < v }  UG, so 

and 

Thus 

f (d~v)">- f (dd~v)"-l (ddCv)" 
{,k<v} aG 

fa(ddCvj)" <" f(,,~<v}(ddCvj)" + fo(ddevj)" 

<~ f{ ,k<v~} (ddCvj)n + ~ (ddCvj)n" JG 

{,k<v}(dd~v)" <~ )im= f,,,<oA( ddCv~)"+ 2(M"C(G, 9~)) 

where M=2sup{[vj.(z)[:zEa),  j = l , 2  . . . .  }. So if j--->+oo in (4.1), we obtain, since 

{uk<v A'~{uk_<v} 

f{ (ddCv)n<~ l < (ddCuk)n+2M"e. (4.2) 
.~<,,) - , { .~,,}  
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Now let k - - ~  in (4.2). The left hand side has limit 

f ,,<v> (dd%)n" 

On the set F, the functions u, v are continuous, so since uk"~ u, 

f(u<~v)nF(ddCu)n >~ lim ( (ddCuk) ~. 

Thus 

~ (d~u)"~ l imf  (d~uk) n 
u>.v} k---~ .<~v} nF 

~ lim dd~uk - dd~uk . 
k---->+~ uk<~v } 

Consequently, if M~>2 sup {luk(z)l: z 6 o5, k= 1,2 .... } then we have proved 

f,,<~}(d~v)" ~ f,,<_~)(ddCv)n + 3M%. (4.3) 

Since e>0 is arbitrary, we therefore have 

f (d~v)" ~ ~ (d~v)". (4.4) 
,<v> a{,<~v} 

Now, in (4.4), replace u by u+r/. The Borel sets {u+r/<v} increase to {u<v} as r/ 

decreases to zero, and the Borel sets {u+r/~<v} increase to {u<v}. Since 

[d~(u+rl)]"=(dclCu) ", the theorem then follows from (4.4). 

THEOREM 4.2. Let g~ be a bounded open set in C" and u, vfiP(Q) nL~(Q) be 
such that lim inf~a~ u(~)- v(~)~>6>0. Then 

f,<<~>(d~v)" <~ f<,,~v, (ddcv)"" 

Proof. Let u~=u-e, and S~={u~<v}. Clearly, S~ decreases to {u~v} as e de- 

creases to zero. By hypothesis, S~cw~Q if e is sufficiently small. Then, by Theorem 

4.1, 

fs)dd oF f )dd u} ". 
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Letting e-~0, we obtain the desired inequality. 

COROLLARY 4.3. Let  s be a bounded open set in C n. Let  u, v6P(Q)  nL~(Q) 

satisfy 

(i) limr ~ u(~) = lim~__,a ~ v(~) = 0, 

(ii) u <~ v in s 

Then 

f.(ddCv)n<~f(dd~u) ". 

Proof. By Theorem 4.1, 

for e>0, which gives the result. 

COROLLARY 4.4. Let  • be a bounded open set. I f  u, v6P( f2)  n L ~ ( ~ ) ,  

limsup~__,s a lu(~)-v(~)[=0, and (ddCu)"=(dd~v)" in f2, then u--v in g2. 

Proof. It suffices to prove u>~v. Let V<0 be a smooth strongly plurisubharmonic 

function on (2. If {u<v} is not empty, then S={u<v+eV2} is not empty for some e>0. 

Further, since u and v+e~p are subharmonic, S has positive Lebesgue measure. By 

Theorem 4.1, 

f s (ddCu)">' f s[d~(v+eV)]">- fs (d~v)"+e" fs (d~V)  ", 

which is a contradiction since the last integral over S is strictly positive. 

COROLLARY 4.5 (domination principle). Let  f~ be a bounded open set and 

u, v 6 P(g2) N L~176 such that 

(i) lim s u p ~  [u(~)-v(~)[ = 0; 

and 

(ii) / (ddCu) n = O. 
/ a(.<v> 

Then u>~v in ~ .  
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Proof. If we replace v by v-~+~lzl~-=0 where e, 6 are chosen so that O<v on ~ ,  

then 

o<f (dd~u)"<~( (dd~u)n = 0 
u<o} ,,<0} d {,,<v} 

which is a contradiction unless {u<v} is empty. 

5. Negligible sets 

Let {ua} be a family of plurisubharmonic functions on f2 which is locally bounded from 

above. Then the function 

u(z) = supa u~(z) 

need not be plurisubharmonic, but its upper semicontinuous regularization 

u*(z) = lim sup~__,z u(~) t> u(z) 

is plurisubharmonic. A set of the form 

N = {z 6 f~: u(z) < u*(z)} (5.1) 

is called negligible. In this section we will prove that negligible sets have inner capacity 

zero. Estimates in terms of other capacities have been given in [19], [20], and [23]. 

PROPOSITION 5.1. I f  if2 is a bounded open set in C n, and i f  Nc~2 is negligible, 

then C(N, Q)=0. 

Remark. After appropriate definitions are given in Section 6, it will be clear from 

(5.6) that N also has outer capacity zero. 

The proof of Proposition 5.1 proceeds by induction on the dimension n. 

We shall need some further properties of the operator (dd~) n and the capacity 

C(E, Q). For convenience, we list them in the following two propositions. 

PROPOSITION 5.2. Let  Q be a strictly pseudoconvex set in C ~, and {uj} a 

sequence in P(s nL~(s which increases to u EP(Q) nL~(~2, loc) almost every- 

where on ~ (Lebesque measure). Then (ddCuj)"--->(ddCu) ", weakly as measures on s 

To study properties of the capacity, we consider the extremal functions associated 

to a subset E of f2, 
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ue(z) = ue(z, g2) = sup {v(z): v 6P(Q),  v ~< - 1 on E, v < 0 on Q} 

and 
u~(z) = lim supr ue(~). 

Then u*fiP(Q) and -l<~u~:~<0. 

The following proposition was proved in [2] and [3]. Here we give a more efficient 

derivation based on Sections 3 and 4. 

PROPOSITION 5.3. Let ~ be a strictly pseudoconvex subset of C'. I f  K c Q  is 

compact, then 

(i) (d~u~:)n=o on Q \ K ;  

(ii) C(K, ~) = S~ (ddCu*) ~ = Sr  (dd~u~)'; 

(iii) if u~:>-l on K then C(K, Q)=0, 

The inductive proofs of these propositions will be: 

Step 1. Propositions 5.1, 5.2 in C" implies Proposition 5.2 in C n+~. 

Step 2. Proposition 5.2 in C n implies Proposition 5.3 in C ". 

Step 3. Proposition 5.3 in C" implies Proposition 5.1 in C ~. 

In the case n=  l, Proposition 5.2 is a well-known fact of distribution theory, since dd ~ is 

a linear operator which on C is essentially the Laplacian. Thus, by the inductive 

argument these results hold in all dimensions. 

Proof of  Step 1. We have to show that if ~ c C  "+l, 

lim (6p(ddCuj) n+l= fo (dd ur +' 
for all test functions q~6 Co(Q). That is, 

lim ~ uj(ddCuj)n A fou(d u)~ ̂  ddCq~. (5.2) 

First note that if vf iP(Q)NL:~ and V(z)=~ix(z)dzn+~ A dz,+~, Z 6Co(Q),  then the 

"Fubini  theorem" holds for Lebesque measure 2 on C (see [3]): 

f v(ddCv)nAlP=~d2(z,+i)l v(',z,,+,)(dd~v('.z,+,))"Z(',z,,+,) (5.3) 
3C a~(z,+l) 

where Q(z,+0 ={zfiCn: (z,z,+O6~}, andf ( . , z ,+ l )  denotes the function z 

f(z, z,+l) on fl(z,+,),  where f is a function on Q. This result is clearly true if v is 
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smooth. The general case follows by taking smooth plurisubharmonic functions vj 

decreasing to v. The left hand side of (5.3) converges by Theorem 2.4, and the right 

hand side by Theorem 2.4 and the bounded convergence theorem. 

By hypothesis uj(.,  z~+l) converges almost everywhere on g2(zn+l) to u( . ,  z ,+j) for  al- 

most every Zn+~. Thus (5.2) follows from (5.3) by the bounded convergence theorem if 

we can prove convergence in Cn: 

lim fQcpuj(ddCuj)"= f ~u(ddCu) n 
j--*~ 

(5.4) 

q~ 6 Co(~). for uj increasing to u almost everywhere in P(Q ~L~~ loc) for ff2cC", 

To prove (5.4), we can clearly assume q0~>0. By our inductive hypothesis, 

(dd~uj)"---~(ddCu)n. Thus, by Lemma 2.3, ~< holds in (5.4). 

To prove the other inequality, let e>0 and choose an open set G~-~ such that 

C(G, Q)<e  and u, uj are all continuous on F=Q\G.  Let v=sup {uj: j= 1,2 . . . .  }. Then v 

is lower semicontinuous on F, so there exists a continuous function g on if2 such that 

g<~v and fe(po(ddCu)n<~fFqgg(ddCu)n+e. It is no loss of generality to assume that 

g, u, uj, and v are all bounded between 0 and 1 on the support of q~. Thus, 

fuqw(dcru)" <- fFq~V(dd~u)" +C(G) 

ffg(dcru)" +C(G)+e 

<. fa~og(d~u)" +C(G)+e 

= !im / ~vg(d~uj)"+C(G)+e 
J~J~z 

~< lim/~vg(dd~uj)" + 2C(G)+ E. 
j__,= 

But the uj are continuous and increase to v~>g on F, so by Dini's theorem, the last term 

does not exceed 

lira cpu.(d~u i n+2C(G)+e<~lim ( a--'~fe J ) J--'~J~ uj(dd~uj)n+2C(G)+e" 

Since C(G)<e, we have therefore proved that the left hand side of (5.4) dominates 

f~cpv(ddCu) ". But, as was shown in the proof of Lemma 2.3, o<~u and v*=u, so o=u 
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except in the negligible set N={v<v*=u}. By our assumption, C(N, f2)=O, so 

fQ q~v(d~u)n=fQ qgu(ddCu) ". This completes the proof of Step 1. 

Proof of Step 2. We first prove (i). Note that by Dini's theorem 

ur(z) = sup {v(z): v E P(f2) Iq C(~), v < 0, v ~< - 1 on K}. (5.5) 

From (5.5) and Choquet's lemma [18, p. 26] there is a sequence u,<.u2 <....of 
functions in P(fD nC((D with u/~<-I on K, uj<0 on f~, and u~=(supui)*. I fB  is a ball 

in f 2 \ K ,  then let wj. be the unique, continuous plurisubharmonic function on B with 

wi=ld j on OBcQ and (ddCwj)n=o in B. Then set 

{ u i in f 2 \ B  

t~i= wi in B. 

Then/~f>uj and /11~/~2 ~ . . . .  (See [4], p. 42 for this construction.) Hence, 

u~=(sup t~j)*. But, (ddCtij)"=0 on B, and (dd~f4f---~(daVu]) ", by our inductive assump- 

tion that Proposition 5.2 holds. Hence, (ddCu~:)"=0 on B. Since B c  g 2 \ K  is an arbi- 

trary ball, we have (dd~u~:)"-O on f ~ \ K ,  so (i) holds. 

To prove (ii), let vEP(f2), e<v<l-e. Let ujEP(f2)NC((D satisfy ui~<-I on K, 

uj<0 on f2, and (sup uj)*=u~:. We can clearly assume uj>~Ao for some A>0; otherwise, 

replace uj by max(uj, AQ). Thus {uj<v}c{Ao<v}~s and Kc{uj<v}. Therefore, by 

the comparison Theorem 4.1, 

fK(ddcv)n~f{.j<v}(ddev)"<~f{u~<v}(ddCuj) "" 

Since, (ddCuj)"---->(ddCu~:)", we let j - - -~  to obtain 

fK(ddCD)rt~f{A@<v)(ddCbl~)n~fK(ddCbl~)n" 
Thus, C(K, ff2)~fK(ddCu~) n. Since the other inequality is trivial, part (ii) follows. 

To prove (iii), we can assume u ~ > - 1  +q, q>0, on K, by (1) and (3) of Proposition 

3.2. Then u=u~c/(1-r])+l satisfies uEP(Q),  0~<u~<l, so 

c ' l 

a contradiction unless C(K)=0. This completes the proof of Step 2. 
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Proof of Step 3. By Theorem 3.5 we can choose an open set GcQ such that uj-, u 

are continuous on f2 \G=F and C(G, Q)<e. We claim~that there exist countably many 

compact sets K F F  such that 

N c G  U [UKj] (5.6) 

where C(Kj)=0. If  this is proved, then by Proposition 3.2, C(N)<.C(G)+Z C(Kj)<e, so 

C(N)=0 and the proposition is proved. Clearly, NcGU[(Fn{u<u*})]. B u t ,  if 

Ka~={z 6F:  u(z)~a<fl<~u*(z)}, then K ~ c F  is compact because u* is upper semicon- 

tinuous and u is lower semicontinuous on F. It is also clear that Fn {u<u*)=kJK~/3 

where the union is over the countably many pairs of rational numbers (a, fl) with a<fl. 

Thus, we only have to prove that C(K~)=0 .  By subtracting a real constant, we may 

assume that uj, u<0 on if2. Multiplying by another constant, we may set a = - 1 .  Thus 

u~q~u*>--l=a on K ~ .  Consequently,  C(K,~)=0 by Proposition 5.3, and the proof 

is complete. 

6. Pluripolar sets 

In this section we give the basic connections between pluripolar sets, the extremal  

functions u~:, and the outer capacity C* obtained from C. The standard construction of 

outer capacity is 

C*(E) = C*(E, f~) = inf{C((7): (7~E, t~ open in f~}. (6�9 

Let  us remark that if C�9 is an open set, and if KjcK2c ... is a sequence of compact 
�9 , _ _  - -  sets such that UKj=r then llmj~ UKi--Uc--U ~. It follows from Theorem 2.1 and Pro- 

position 5.3 then, that 

c(< = f(dd ucr (6.2) 

for open sets ff~f~. 

First, some elementary properties of the outer capacity�9 

PROPOSITION 6.1. I f  g) is bounded in C", then 

(i) C*(EI)<~C*(E2) if ElcEzcff2; 

(ii) C*(E, f~)~C(E, Q) if Ecf21cQ; 

(iii) C*(tJEj., f~)<~ZjC*(Ej, Q). 
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Proof. These follow immediately from the corresponding properties for C(E, f2) 

(see Proposition 3.2). 

Next, some elementary properties ot the extremal functions. 

PROPOSITION 6.2, I f  Q is bounded in C", then 

(i) u~ >-u* if ElcE2cff2; 

(ii) u~(z, f21)>>-u~(z, ~2) if Ecf21cf2; 

(iii) if u~j=--O, and E=jU=IE j, then u~-O. 

In addition, if • is strongly pseudoconvex and E is relatively compact in ~2, then 

(iv) u~(z)~O as z~af~ .  

Proof. Parts (i), (ii) are obvious. So is part (iv), since O~u~>>-AQ for some A>0, 

where f2={Q<0}, Q a plurisubharmonic defining frunction for Q. To prove (iii), note 

the following equivalence which is a direct consequence of Choquet's lemma. 

u~:-0 if and only if there exists a sequence of functions 

VI<~V2<~ . . . .  v j6P(~2) ,  vj<O on f2, Vj<~--I o n  E, and fQIvjI~2 -j. (6.3) 

Thus, if vj is ~<-1 onEj, vj<O on f2, and flvjl<.e2 -j, then v=Evj6P(f2), v<0, v<~-I on 

kJEj and J" {v{<.e. Hence, u~:-0. 

We also record another consequence of (6.3). 

PROPOSITION 6,3. Let if2 be bounded in C". Then u~=-O if and only if there exists 

v6P(f2), v<O on g2 and Ec{zf i  g2: v ( z ) = - ~ } .  

Proof. If u~=0 and the vj are as in (&3), then v=EvjfiP(~2) and Ec{z6Q:  

v(z )= -~} .  Conversely, E c { v = - ~ } ,  where v<0, vEP(C2) implies UE>~sup{v/j: 

j =  1,2 .... }, SO UE=O on the complement of a set of measure zero. Hence, u~--0. 

PROPOSITION 6.4. Let ~�9 be strongly pseudoconvex. Let K1~K2~ , . .be a 

sequence of compact subsets of if2, and let K= n Kj. Then 

(i) (limj_~= u~j)*=u~:, 

(ii) limj_.= C(Kj)=C(K), 

(iii) C*(K)=C(K). 

Proof. Assertion (i) is well-known and may be found, for instance, in [28], Lemma 

1. It is a consequence of Dini's theorem and the !ower semicontinuity of the negative of 
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the characteristic function of K. Assertion (ii) then follows directly from (i) by Proposi- 

tions 5.2 and 5.3. Assertion (iii) follows from (ii) if we take Ks= {z E f2: distance from z 

to K ~  < l/j}. 

PROPOSITION 6.5. Let ff2~C ~ be strongly pseudoconvex. I f  E~g2, then 

C*(E) = ~ * " (dd~u~) . 
Jo 

Proof. First, we note from Corollary 4.3 and (6.2) that if E=~7~g2, (7 an open set, 

then 

Thus, 

S (dd  .D" <<. C*(a. 

For the other inequality, it suffices to show there exist open sets ~1=6z= ... such 

that f2=D~j.=E and (limj.__,= u6)*~*--ue.* For then, by Proposition 5.2, 

C*(E) ~< lim. C(~-) = lim. (dd~u~)" = [(dd~u~) ". 
3---> ~ j---> ~ J 

By Choquet's lemma there exists an increasing sequence (off =P(g2) N L=(~) such that 

vi(z)---~O as z---~af2 and limj-~= oj=ue almost everywhere on f2. If ~ =  {(1 + 1/j)o~<" 1 }, 

then E=~- and vj<<.u~j<<.ue. Thus limj-_,~o uc=ue a.e., which completes the proof. 

Remark. It follows that uE-*- uc* where G= N~j.. 

COROLLARY 6.6. Let ff2�9 n be strongly pseudoconvex. I f  E c Q ,  then C*(E)=0 if 

and only/ f  u~:=0. 

Proof. If E~g2, then the assertion is a direct consequence of Proposition 6.4 and 

the uniqueness result of Corollary 4.4. The general case follows from the countable 

subadditivity of C* (Proposition 6.1) and the corresponding property for u~ (Proposi- 

tion 6.2). 

Definition 6.7. A set E in C n is pluripolar if for each z EE there is an open set q /3z  

and uEP(~ such that EN ~ c { u = - ~ } .  
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Using the results obtained so far, we can give a simple proof of the following 

important theorem of Josefson [16]. The argument given here was given in [2] for the 

case n=2, and it works without change in C ", given the relevant properties of C*. We 

include the argument only for the convenience of the reader. Sadullaev [24] has 

indicated how one may modify the arguments of [2] to give another proof of Josefson's 

theorem without using the continuity of (ddC) '', n>~2. As was noted in ([3], Remark 1), 

Josefson's theorem automatically covers the case where C" is replaced by an irreduci- 

ble Stein space.(l) 

THEOREM 6.8 (Josefson). l f  E c C  ~ is pluripolar then there exists uCP(C") with 

E = { u = - ~ } .  

Proof. Since E is pluripolar, we can find sets Ej, ~j  with E j ~ f 2 ~ C  ~ such that 

LI~.=j Ej=E, each f2j is strictly pseudoconvex, and, by Proposition 6.3, u*(Ej, ff2j)=O. 

Let il,i2 .....  be a listing of the positive integers so that each one appears infinitely 

often. For a sequence cj<c2< .... qi--~+oo, set Mj={zEC": Iz[<Q}. We can choose 

c i large enought that s i and [ z [ - c j< - I  on Ei/ 

It then follows from Propositions 6.1, 6.3 and Corollary 6.6 and u*(Ei~, if2()--0, that 

u*(E(i, Mj)= O. Then, by (6.3), there exists hjEP(Mj) with hi<0 on Mj, hj~<-I on E(~, 

and fMj [hi[ dV<2 -J. If we set 

~max (hj(z), [z[-cj), ze  Mj 

&(z) = ( I z l - e j ,  z C ~  

then p~ E P(C ~) and pj~<- 1 on El; Further 

o r  

p(z) = pi(z) 
j=l 

is a plurisubharmonic function on C n with p = - ~  on E because the sum converges in 

LI(C n, loc), the partial sums are eventually decreasing on each compact subset of C ~, 

and each Ej appears infinitely often in the sequence E/; This completes the proof. 

We now prove the main result of this section, the characterization of pluripolar 

sets as sets of outer capacity zero. 

THEOREM 6.9. Let ~)~C ~ be strongly pseudoconvex. Then E=g2 is pluripolar if 

and only if C*(E)=0. 

(1) Added in proof. A result which generalizes Josefson's theorem was given by the first author in "The 

operator (daVy' on complex spaces", to appear in S6minaire Lelong-Skoda. 



6 E. BEDFORD AND B. A. T A Y L O R  

Proof. If E c Q  is pluripolar, then by Theorem 6.8 there exists u 6 P(C"), u<0 on 

with E= {u=-oo }. Hence C*(E)=0 by Proposition 6.3 and Corollary 6.6. On the other 

hand, if C*(E)=0, then u~=0 by Corollary 6.6, so E is pluripolar by Proposition 6.3. 

We now give the result needed to complete the proof of Theorem 3.5 (the 

unbounded case). 

THEOREM 6.10. I f  Q is open in C", then for co~Q and uEP(Q),  

lim C({u<-j}  n r = O. 

Proof. We can assume u<0 on co. Since o7, can be covered by a finite union of balls 

in Q, we may apply Proposition 6.1 and assume that Q is strongly pseudoconvex. Then 

if ~ = { u < - j }  N oJ we have 0~>uels>max {u / j , -  1}. Thus, limi_,= u~,=0 a.e. on Q so by 

(6.2) and Proposition 5.2, limj.~= C(~j., Q)=0. 

7. Sequences of p|urisubharmonic functions 

In this section we first show that the negligible sets discussed in Section 5 are, in fact, 

pluripolar. For subharmonic functions, this is due to H. Cartan [8] and is a well known 

fact of classical potential theory. For plurisubharmonic functions, this settles a ques- 

tion of Lelong ([18], p. 30). Then, Theorem 3.5 is extended to monotone sequences of 

plurisubharmonic functions; they converge "almost" uniformly. This yields a strength- 

ening of the convergence Theorems 2.1, 2.4, 2.7 and 3.2. Finally, we introduce a space 

H(Q, loc) related to the Dirichlet-type norms used in the proof of Theorem 3.4, and give 

some of its properties. 

THEOREM 7.1. Negligible sets are pluripolar. 

Proof. The result is local, so we may consider all the functions as being defined on 

a bounded strongly pseudoconvex set ~ .  The theorem was mostly proved in Section 5, 

Proposition 5~1, where we showed that for e>0, it was possible to find an open set G 

with C(G)<e and countably many compact sets Kj with C(Kj)=O such that 

NcGtJ(UKj) (see (5.6)). By Proposition 6.4, C*(N)<-C*(G)+E C*(Kj)<e. Therefore, 

C*(N)=0 so N is pluripolar by Theorem 6.9. 

THEOREM 7.2. Let (uj} be a monotone sequence of  plurisubharmonic functions, 

either increasing or decreasing, on a bounded open set QcC" .  Suppose further that 

uj--->u almost everywhere on g2, where u 6P(Q). Then for each e>0, there is an open set 
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G c f 2  such  that  C(G),  ff2)<e, uj, u are cont inuous ,  on f ~ \ G ,  and  uj converges  to u 

uni formly  on c o m p a c t  subse t s  o f  f 2 \ G .  

Proof .  Let N={u* l imj__ ,~u j } .  By Theorem 1, C*(N,  ~2)=0. By Theorem 3.5 and 

the countable subaddivity of C, there is an open set G ~ N  with C(G, f2)<e and uj, u 

continuous on ~ \ G .  Then uj--~Fu uniformly on compact subsets of Q \ G  by Dini's 

theorem. 

COROLLARY 7.3. L e t  {uj} be a s e q u e n c e  o f  p lur i subharmonic  f u n c t i o n s  locally 

b o u n d e d  above  on the b o u n d e d  open  se t  f2. S u p p o s e  f u r t h e r  that  

lim sup uj 
j_--~ ~c 

is no t  identical ly  -oo  on any  c o m p o n e n t  o f  ffL Then there exis ts  uEP(ff2) such  that  

{u4=ljm sup uj} is pturipolar.  

Proof .  Set aj=sup {uk: k>~j}. By Theorem 7.1 there exists vjE P(f2) such that vi=t~ j 

except on a pluripolar set. The functions vj decrease and 

lim sup uj = !im fir = lim vj 
j - - ->  ~ j----> ~ 

holds except on a pluripolar set. Thus u--dim vie P(f2) is the desired function. 

R e m a r k .  An example of Choquet [13] shows that lim sup cannot be replaced by 

lim, even if we pass to a subsequence. 

THEOREM 7.4. L e t  (u}} cP(ff~) N L~(Q, loc), O<~i<~k (k<~n) be k +  1 s e q u e n c e s  that  

are uni formly  b o u n d e d  on c o m p a c t  subse t s  o f  f2. S u p p o s e  there exis t  

u ~ . . . . .  u k EP( f~)  NL=(ff2,1oc) such  that  limit= uj=u i a lmos t  e ve rywhere  on f2, O<.i<.k. 

I f  all bu t  one o f  the s e q u e n c e s  {u ~ .. . . .  {u~}, are mono tone ,  ei ther increas ing or 

decreas ing  then  

(i) limj~oo ddCu) ^ ... ^ ddCuf = ddCu I ^ ... ^ d ~ u  k 

(ii) lim~_~=u~ dd~u) ^ ... ^ ddCu~ = u~ daCu ' ^ ... ^ d ~ u  k 

(iii) limj__,| du ~ ^ d~u) ^ ddCu~ /x ... A ddCu~=du ~ A dCu ' A ddCu 2 A ... A dctCu k, 

where  the l imits  are in the s e n s e  o f  currents .  

We omit the proof, since i t  parallels exactly the development made in Section 2. 

The only change is that the monotonicity used in the proof of I> in (2.3) is replaced by 
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the almost uniform convergence given by Theorem 7.2. See also ([3], Theorem I). The 

induction starts with k= 1 and dd ~ applied on the nonmonotone sequence. 

We consider the norm 

,,[ ,,l=sup{fodgo^ (dd~v)"-': vfiP(f2), 0 < v < l }  

for q06 Co(Q). Let us define Ho(g2) to be the completion of Co(Q) in this norm. Let us 

set 
H(Q, loc) = {9O6 L2(Q, loc) : Z9O6 H0(f2) for all Z 6 Co(Q) } . 

The norm III III and the spaces H0 and H(Q,loc) are invariant under holomorphic 

mappings. The topology of H(g2, loc) seems to be useful for the study of plurisubhar- 

monic functions because of the following properties. 

THEOREM 7.5. I f  ff2�9 n, then 

(a) L~(g2, loc) nP(Q) oH(f2, loc); 

(b) if  uj, u E L=(Q, loc) n P(g2),/f limj__,~ u F u almost everywhere on g2, and if {uj} 

is a montone sequence, then uj converges to u in H(Q, loc); 

(c) if, in addition, Q is pseudoconvex, then C=(ff2) tiP(Q) is dense in 

L=(f2, loc) nP(Q) in the topology of  H(g2, loc); 

(d) the translation operator r~-->u~(z)=u(z-r) is continuous on H(f2, loc)for  each 

u 6 P(f2) n L~(f2, loc). 

The proof of Theorem 7.5 follows the arguments given in Section 3. That is, 

u=go+V, where 9O 6 C(f2), and ~p fiL=(~2, loc) with C(supp ~0)<e. Thus for instance 

Z(u-uO = o(1)+Z(V-VO 

and C(supp (g,-V,))<~2e. 

8. Capacitability 

In this section we show that the capacity C* in fact satisfies the axioms (8.1), (8.2) and 

(8.3) below and thus is a capacity in the generalized sense (see Choquet [12] and Brelot 

[7]). Some conclusions are drawn from this. 

PROPOSITION 8.1. I f  El c E z c  ... o f  2, and if E= tgEj then u~:=l imj~ u~. 

Proof. By Theorem 7.1, u~:j=-I on Ej. except on a pluripolar set. Thus, 

l imj-~ u~:j= - 1 on E, except on a pluripolar set. The result follows. 
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THEOREM 8.2, Let f2~C n be strongly pseudoconvex. The set function E~-.C*(E) 

=C*(E, Q) satisfies: 

C*(EO <<- C*(E2) for E1cE2cQ;  (8.1) 

i f  KiDK2= ... are compact sets in f~ and K=NKj, then C*(K)= lim C*(Kj); (8.2) 
j - .~  oo 

i f  E l=E2c . . .  =f~ and E=UEj, then C*(E) = lim C*(Ej). (8.3) 
j----~ oo 

Proof. Assertion (8.1) follows from Proposition 6.1; (8.2) from Proposition 6.4. To 

prove (8.3), we only have to show C*(E)~<limi__,= C*(Ej). It is no loss of generality to 

suppose that Ej.~g2. Let uj=u~j, and let e, ~/>0. Let G be an open subset of f~ with 

C*(G)<e and G~LIj (zEEj: Uj(Z)>--I}. Set ~ and ~=GU~j .  Then, by 

Corollary 4.3, 

C(~.) <-e+ f (dd%~,)n < e+(1-q)-" f (ddCuj)"= e+(1-v)-nC*(Ej). 

Further, E F ~  and 01=62= .... since ul>-uz>~ .... Thus, O = t , I ~ E  and 

C*(~ = !ira C(~) ~< e+!im C*(Ej)(1-7)-". 

Letting e, q--~0 yields the assertion. 

We recall the terminology that a set E= Q is Y{-analytic if it may be obtained from a 

Souslin operation on the compact subsets of ~2. In particular, the Borel subsets of if2 are 

~-analytic. The famous capacitability result of Choquet [12] is the following. 

THEOREM (Choquet). I f  C* is a set function satisfying (8.1)-(8.3), then for every 

Y(-analytic set E~ff2 

C*(E) = sup {C(K): K=E is compact). 

An immediate consequence of this theorem and Theorem 6.9 is: 

THEOREM 8.3. I f  E=g2 is a Y{-analytic set, then E is pluripolar if  and only if  every 

compact subset o f  E is pluripolar. 

In the case g2=C", another approach to the capacitary extremal function has been 

given by Zaharjuta [28] and Siciak [26]. For E=C ", we may set 

V~(z) = sup {v(z): vEP(C") ,  v < 0  on E, and v(~)-log(l+]~]) is bounded above).  (8.4) 
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It follows (see Siciak [25]) that if V~ is bounded above on an open set, then VL{~)- 

log(l+[~[) is bounded above on C". 

Now let/~ be a finite nonnegative Borel measure on f2 such that p(S)=0 for every 

pluripolar set S. For instance, by Theorem 7.4, we may take ix=(ddCu~)" for Ecff2. 

PROPOSITION 8.4. The set funct ions 

f 
r(E) = ] lull d~ 

and 
{ ;xp  [ -  V~dp] zf V~< + ~  

y'(E) = i f  V~ < +oo 

satisfy (8.1), (8.2), and (8.3). 

Proof. First we consider the function u~:. Assertion (8.1) follows by Proposition 

6.2. Similarly, (8.2) follows from Proposition 6.4 and Theorem 7.1, while (8.3) follows 

from Proposition 8.1. The arguments for V~: are similar, the main difference being that 

in the proof of Proposition 6.4, we note that the convolutions Z~-x-log(l+[z[) decrease 

uniformly to log(l+[z[) on C". 

Remark.  Capacities like 7, V' have been considered by Cegrell [10] and Sadullaev 

[25]. 

THEOREM 8.5. Let  if2 be a bounded open set. I f  E e l 2  is a Y[-analytic set, then 

g E -  V F -  V~. there is an Fo-set F and a Go-set G such that F c E c G  and u}=u}=u~,  * -  * -  

Proof. We may take/~ to be Lebesque measure on Q. By Choquet's theorem and 

Proposition 8.4, it follows that E is 7-capacitable; i.e. 

7(E) = sup {7(K): K c E ,  K compact}. 

Thus, we have F = U K F E  such that J" [u} I d/~=f lu}l dp. Since lu}l>~lu}l, it follows that 

UE*----UF* almost everywhere and thus * -  * UE--UF. The existence of G is elementary (c.f. the 

remark following Proposition 6.5). Similar arguments give the result for V~:. 

9. Balayage 

The classical ideas of "balayage" and "reduction" of a superharmonic function u can 

be viewed either as solving a Dirichlet problem 

At i=0  on o ) ~ Q ,  t i = u  on 80) (1) 
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or as computing an envelope 

ti = inf{v: v superharmonic on f2, v/> u on 0o)}. (2) 

Here we consider the analogous problems for plurisubharmonic functions. We will 

show that envelopes like (2) are characterized by a Dirichlet problem analogous to (I), 

but with the Laplacian replaced by (ddC) n. The basic quantitative result is an L p 

estimate for the distance from a function to its associated envelope (Corollary 9.8). 

PROPOSITION 9.1. Let f~ be open in C ~ and ~pEP(Q) NL~(Q,loc). I f  D~ff2 is 

strongly pseudoconvex, then there exists a unique function g5 E P(f2) N L~(f2, loc) such 

that 

(ddCgS) ~ = 0 on D, (9.1) 

= ~p on ~2 \D .  (9.2) 

Further, q)>~p. 

Proof. Let ~pj be continuous plurisubharmonic functions which decreases to ~p on a 

neighborhood of /~.  By Theorem 8.3, p. 42 of [4], there exists ~j~>~pj- continuous and 

plurisubharmonic on a neighborhood of /~  satisfying (9.1) and (9.2) with ~p replaced by 

~pj-. Then ~=l imj  qSj- satisfies (9.1) by Theorem 2.1. Since ~pj .~ ~p on a neighborhood o f / )  

and ~=~Pi on Q \ D ,  the function 75=~p on g 2 \ D  satisfies (9.2) also. Further, q)~>~p 

since g~=q~j. The uniqueness follows from the domination theorem, Corollary 4.5. 

Now we consider some envelope functions more general than u~. 

COROLLARY 9.2. Let h be a bounded, lower semicontinuous function on (2~C". 

Then if  

Uh(Z) = sup {V(Z): v EP(ff2) N L=(ff2, loc), v ~< h} 

and 

u~(z) = lim sup uh(~) E P(ff2) N L=(Q), 
r 

then 

(ddCu~)n = 0 on the open set {u~< h) .  

Proof. If  zE {u~<h}, then because u~ is upper semicontinuous and h is lower 

semicontinuous there exists a small ball D centered at z such that sup {u~(~): ~ E / )}<  
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inf{h(~): ~ 6/9}. If ( is the function given by Proposition 9.1. with ~p=u~,, we therefore 

have that qS~<h. Hence qT~<u~,, so ~<u?,. Since (ddCq~)n= 0 on D, we therefore have that 

(dd~u~)"=0 on D. Because D is a neighborhood of an arbitrary point z 6 {u~<h}, the 

corollary is proved. 

Let Fcf2cC" ,  be a closed subset of g2 such Q \ F ~ 2 .  If V tiP(if2) nL=(ff2,1oc), 

then 

~F(Z)=SUp{V(Z): v6P(~2), v<--.V on F} 

and 

~0,~(z) = lim sup V(~). 
~--,z 

COROLLARY 9.3. I f  v~ is as above, then 

(darv~)" = 0 on F~\F .  

Proof. If D is a small ball in f 2 \ F ,  then -*-  * VV--VF, exactly as in the previous 

corollary. Hence, (dd:v~-)"=0 on D, therefore on ff2\F. 

Generally, Proposition 9.1 implies that "free upper envelopes" of plurisubhar- 

monic functions satisfy the complex Monge-Amp6re equation (ddCu)"=0. Corollaries 

9.2 and 9.3 are examples. For another example, recall the function V~: defined in (8.4). 

COROLLARY 9.4. (ddCV~)" = 0 on C n \ /~ .  

Proof. Same as the previous corollaries. 

We note that the function V~ can also be obtained by the method of balayage. 

Namely, let ~ be an open cover of f f2 \F  by relatively compact balls B~, Be ..... each of 

which is repeated infinitely often in the sequence. Let V0, VI, V2 .... be the sequence of 

plurisubharmonic functions on Q obtained by putting Vo=V and Vj+l=~i, where qSj is 

obtained from Vj by Proposition 9.1 with D=Bj. Clearly, VI<<-V2<~ .... Vj=V on F so 

the "balayage" of V, defined by 

~(V, F) = (sup Vj)* (9.3) 

satisfies 

~(V, F) ~< V~.. (9.4) 

Also, because each ball occurs infinitely many times in the sequence, it follows that 

[ddC~(v, F)]" = 0 on f f2 \F  

by Theorem 7.4 (or Proposition 5.2). 
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PROPOSITION 9.5. ~(V, F)=V~ if f l \ F  ~ 2 .  

Proof. This follows from (9.4) and (9.5) and the domination principle, Corollary 

4.5, provided we can show that {~(V, F)<V~}c[ff2\F] UE, where E is a pluripolar 

set. But, clearly, from the definition of ~(V, F) and V,g, 50( V, F)=V~-=~p, except on a 

pluripolar set in ff~\F, so the proposition follows. 

Now let F ' ,  F" be closed subsets of if2 such that g2 \ (F '  n F") ~ff2. We may consider 

a sequence of "alternating" envelopes. Starting with VEP(f2) nL=(f2,1oc) 

we may take VJ=V~-,, Vz=(V1F,,) *, V3=(V~,) * . . . . .  etc. If we define T~p= ((~])F')~")*, 

then from Proposition 9.5 we see that repeated alternating balayage, gives balayage 

from the intersection; i.e. 

lim = V~, n r'. 
k j----~ ~ 

PROPOSITION 9.6. Let Q be a strongly pseudoconvex set in C", and 
u, v E P( ff~ ) N L~( ff~ ) such that lim infr u(~)- v(~)~>0. Then for all t>0, 

t LJ9 J{v>u+t} 

Proof. Replacing o bytv, u by tu, we see it is no loss of generality to take t= l .  Set 

E={v~u+l} and let K be a compact subset of E. Then ifF={u~+o>~u} we have that 

F~K\{u~:>-I}. Thus, F~K, except for a pluripolar set. By the comparison Theo- 

rem 4.2, then, 

ff[daV(u~+v)]" <~ fF(d~u)". 

But, 

fF[ dd~(u~+v)]" >~ fK(da~u~O" + fF(dd~v)" = C(K)+ fF(dCPv) ". 

Consequently, 

C(K) <~ fF(d~u)n-(dd~v)". (9.6) 

Let K~ =K2= ... be a sequence of compact subsets of E such that C(Ki)-.C(E)(=C*(E) 
since E is a Borel set). Then u~:~>u~_~>...and, infu~:j=wEP(ff~). The sets Fj= 

{u~:j+v~u} therefore decrease to {w+v~u}. So, from (9.6) we have 
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C(E) <<. f >_ (ddCu)n-(ddCv) n. (9.7) 
J<w+w,} 

However, {u>~u + 1 } c { w+ v>-u} c ~2, so the Proposition follows. 

We will estimate the distance from V to VF in terms of the Choquet integral, which 

may be defined as 

f? [fide= c ( { I f l >  t} n E, f2)dt. 

for any Borel measurable function f and any Borel subset Ecf2. 

THEOREM 9.7. Let f2~C" be strongly pseudoconvex. Let F be closed in f2 with 

f 2 \ F � 9  Then for l~a<n and for ~pEP(Q) nL=(~2,1oc) 

Proof. In order to estimate the Choquet integral, we note that 

C{ V*-V)  ~ > t) <<. C({V~>~ V+fl m} n g2\F) 

< min{C(Q\F),t-"/afddCW)"} 
where the last inequality is obtained from Proposition 9.6. But 

fo+~min(a , t -~b)d t=-~_ l (b )  ~/~ (/3>1) 

from which the estimate follows by direct substitution. 

We note that these estimates apply also to the solution of the Dirichlet problem 

oEP(f2) n C((2), (ddCo)n=o o n  Q, v=q0 on f2. (9.8) 

for f2~C" strongly pseudoconvex and smoothly bounded, and q~ 6 C(aQ). If u~ is the 

function defined in Corollary 9.2, then by Theorem 8.3 of [4], u~ is the solution of (9.8). 

By the preceding discussion it is clear that u~ is also equal to the balayage 

~(w, aft2)= ~(q~), where w E P(f2) n L=(f2) is any function such that limr 

for all z6  a l l  This is like Proposition 9.5 except that boundary continuity is used to 

replace the condition ~ \ F � 9  
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COROLLARY 9.8 Let ~"~C n be strongly pseudoconvex. Let u 6 P (Q ) f~L~(Q ) ,  

~6C(as  satisfy lim~z~aQu(~)=cp(Z) for all z6af2. Then the solution o f  (9.8), i.e., 

ur ~(u), satisfies 

fK C(K)I-~/" / f \ ~/" (~u-u)~ dC <" l -a /n  ~J~ (dd~u)n) 

for l<~a<n and Kcf2  compact. 

Proof. This is essentially the same as the previous proof. This time we use 

Proposit ion 9.6 to obtain 

C({(~u-u)a > t} n K) <- min { C(K), t-n/a f (dd~ u)" I 

from which the estimate follows. 

For  a Borel measure p on if2, we will write p~C if/a(E)<.C(E, s for all Borel sets E 

f2. Clearly, any measure of  the form kt=(dd~v)" with v E P(ff2), 0 < v < l ,  satisfies ,u~C. 

For  instance, if v=constant .[z[  2 then (ddCv)" is a constant multiple of Lebesgue 

measure.  

COROLLARY 9.9. For u and if2 as in Corollary 9.8 a,d  for /u~C, l~a<n, 

f ,-~/n / f \ ~/. (g3u-u)~ d P < ~ P ~  ~ (ddr  . 

Proof. We estimate 

p { ( ~ u - u )  a > t} ~< rain {~t(ff2), C{(~u-u)  ~ > t} 

<~ min {p(Q), t- ' /~| (dd c u) n } 

and proceed as before to complete the proof. 

Finally, we remark that i f /~<C, then/~(S)=O for negligible sets S. Thus we may 

consider the capacity 7 defined by (8.5). If l~<a<n, then for any Borel set E~f2 ,  

Corollary 9.9 gives 

We conclude that if/~(f2)<oo then C dominates the capacity 7 in this sense. 
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10. Thinness 

Now we apply our earlier results to thin sets. First, we recall the definition of thinness 

(see e.g. [7]), translated to the plurisubharmonic case. A set ScC"  is thin at a point z if 

zES and there is an open set ~ and a function ~p EP(~ such that 

lim sup ~p(~)< ~p(z). 
r 
~ES 

We let the "effil6" part of S be denoted by 

e(S)= {zES: S is thin at z}. (lO.1) 

The situation here is different from the subharmonic case where polar sets are 

always thin. 

Example. I f  S = ( z ~ C 2 ;  [zl[<l, z2=0}, then S is pluripolar but S is nowhere thin. 

For Scf2�9 we denote the set where S is negligible by 

N(S) = N = {z E S: u ] > -  1}. (10.2) 

And, if {~j) is a neighborhood base for g2, we set 

N(S) = N = LI N(~. N S). (10.3) 
J 

The definition of N is independent of the choice of {~}, and N(S)=N(S). But, by the 

example we may have e(S)=Q and N(S)=S. 

For general S, the set N may have positive Lebesgue measure. However, it lies 

"outside" of S in the following sense. 

PROPOSITION 10.1. If E is a Y{-analytic set, then 

SN( ddC = O. 

. . .  I ' ~  a �9 --/~, Proof. By Theorem 8,5 there exist K1cK2 c c E  such that m,j__,~o Kj- e. It 

follows from Proposition 5.3 and Theorem 2.1 that 

S(dd~u~)"=lim r(dd~u~)"=lim-f u~j(dd~u~:) J J j_,| 
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By Theorem 2.4, we have 

f (ddCu~) ~ = - f u~(ddCu~) n 

which completes the proof, since -1  ~<uE. 

We may also use the characterization of thinness in Brelot [7]. 

PROPOSITION 10.2. l f  S is thin at z, then there exists a neighborhood 91~Zo and a 

function cp E P(~ such that q~(z)>-or and 

lira sup cp(~)= - oo. 
~-~z 
CES 

Proof. By hypothesis, there exists an open a// and ~pEP(~ such that 

limsup~__,z~p(~)<~(z). Without loss of generality, we may assume that z=0, 

~t={Izl<l}, W<0 on q/, ~ < - 1  on q/NS, and ~0(0)=-r/>- 1. By the upper semicontin- 

uity of ~p, we may choose 6j>0 (forj  sufficiently large) such that ~p(z)<-r/+2 -J-~ for 

tzl<Oj. It follows that the function 

i(  max ~ l o g l z l ,  W+2 , Izl<~j 

= -J-' loglzl, ~lzl<1 

is plurisubharmonic on ~. Further, cpi(0)=-2 -J' and cp~(~)<~-l+r/-2 -j for CES, 

sufficiently close to 0. Thus q~= E q~j is the desired function. 

PROPOSITION 10.3. l f  S is thin at z, then there exists a neighborhood ~ o f  z such 

that Us,(Z)>- 1 where S' =(a//N S) \{z} .  In particular, the set o f  thin points is contained 

in N(S), i.e., 1Q(S)~N(S)~e(S). 

Proof. We let ~ be the function given by Proposition 9.14. Then we may choose a 

neighborhood ~ '  of z such that q0(~)<q~(z)-1 for z~:~ E ~//'N S. It follows that 

Usn~,(z) > q~(z) > _ 1 
C 

where C=sup {q~(r ~ E ~ '  N S}. 

The following result and its proof are essentially taken from Choquet [14]. By the 

previous proposition, this gives an estimate on the size of the thin points. 
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THEOREM 10.4. I f  S c Q  is an arbitrary subset, then for e>0 there exists an open 

set all containing N(S) such that C*(~ N S)<e. 

Proof. Let { ~.} denote a countable base for the topology of C n. Let  

n 

Now by Theorem 7.1, the set S N (U Sj.) is pluripolar, so we can find an open set Go 

containing it and such that C*(Go)<e/2. By Theorem 3.5, there exist open sets a~j with 

C*(~oj.)<e2 -i-j and such that u~N ~ is continuous on Q \ ~ . .  

We set 

Thus ira ~-=~ for all j .  By the choice of fro, it follows that u*~ns = -  1 on T, and by 

continuity, this holds on it. Thus ~o=CT is an open set, and N(S)c~o. Further,  

we have ~o NScU[=0 ~,  and thus C*(a)NS)<e. 

As a corollary to Theorem 10.4, we have 

COROLLARY 10.5. I f  S c C  n then SNAr(S) is pluripolar. In particular, the set 

e(S) N S of  points of  S where S is thin is pluripolarl 

Finally we apply this to stability for balayage. Let  F c Q  be a closed subset. A point 

z E F  is stable if N(~, FU 0Q, z)=~0(z) for all ~0 6 C(~) NP(f~). An easy consequence of 

the definition of stability is the following: 

If  z is stable then for each rp E C(f~), the envelope function 

u(F, ~, z) = sup {v(z): v E P(~) ,  v(~) ~< q~(~) for ~ E F} 

satisfies u(F, q~, z)*<-cF(z). 

By Theorem 2 of [3] the set of unstable points of F is pluripolar, which generalizes 

the classical theorem of Kellogg and Evans for subharmonic functions. This result may 

also be obtained as a consequence of Theorem 10.4 because of the following. 

PROPOSITION 10.6. The set of  unstable points of  a closed set F c ~  is the same as 

~(F). 
We omit the simple proof. 
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