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#### Abstract

In this paper, we propose a new conjugate gradient method for solving nonlinear unconstrained optimization. The new method consists of three parts, the first part of them is the parameter of Hestenes-Stiefel (HS). The proposed method is satisfying the descent condition, sufficient descent condition and conjugacy condition. We give some numerical results to show the efficiency of the suggested method.
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## 1. Introduction

Consider the unconstrained optimization problem:

$$
\begin{equation*}
\operatorname{Min} f(x), x \in R^{n} \tag{1.1}
\end{equation*}
$$

where $f: R^{n} \rightarrow R$ is a real-valued, continuously differentiable function
A nonlinear conjugate gradient method for solving (1.1) are iterative methods of the form

$$
\begin{equation*}
x_{k+1}=x_{k}+\alpha_{k} d_{k} \tag{1.2}
\end{equation*}
$$

starting from an initial guess $x_{1} \in R^{n}$,
where $v_{k}=x_{k+1}-x_{k}$, the positive step size $\alpha_{k}$ is obtained by one dimensional line search, and $d_{k}$ is a search direction. The search direction for the first iteration is the steepest descent direction, namely

$$
\begin{equation*}
d_{1}=-g_{1} \tag{1.3}
\end{equation*}
$$

and the other search directions can be defined as:

$$
\begin{equation*}
d_{k+1}=-g_{k+1}+\beta_{k} d_{k} \tag{1.4}
\end{equation*}
$$

where $g_{k}=\nabla f\left(x_{k}\right)$ and $\beta_{k}$ is a scalar. Some formulas for $\beta_{k}$ are called Hestenes-Stiefel (HS) [8], Liu and Storey [9], Polak-Ribiere-Polyak (PRP) [11], Dai and Liao [2], Dai and Yuan (DY) [3], (CD)[4] and Fletcher-Reeves (FR) [5] Proposed by are given below:

$$
\begin{align*}
\beta_{k}^{H S} & =\frac{g_{k+1}^{T}\left(g_{k+1}-g_{k}\right)}{d_{k}^{T}\left(g_{k+1}-g_{k}\right)}  \tag{1.5}\\
\beta_{k}^{L S} & =\frac{g_{k+1}^{T} y_{k}}{-d_{k}^{T} g_{k}}  \tag{1.6}\\
\beta_{k}^{P R P} & =\frac{g_{k+1}^{T}\left(g_{k+1}-g_{k}\right)}{\left\|g_{k}\right\|^{2}}  \tag{1.7}\\
\beta_{k}^{D L} & =\frac{g_{k+1}^{T}\left(y_{k}-t s_{k}\right)}{d_{k}^{T} y_{k}}, t>0 \tag{1.8}
\end{align*}
$$

[^0]\[

$$
\begin{align*}
& \beta_{k}^{D Y}=\frac{\left\|g_{k+1}\right\|^{2}}{d_{k}^{T}\left(g_{k+1}-g_{k}\right)}  \tag{1.9}\\
& \beta_{k}^{C D}=\frac{\left\|g_{k+1}\right\|^{2}}{-d_{k}^{T} g_{k}}  \tag{1.10}\\
& \beta_{k}^{F R}=\frac{\left\|g_{k+1}\right\|^{2}}{\left\|g_{k}\right\|^{2}} \tag{1.11}
\end{align*}
$$
\]

where $y_{k}=g_{k+1}-g_{k}$, symbol $\|$. \| denotes the Euclidean norm of vectors. The global convergence results about Fletcher-Reeves (FR) method, Polak-Ribiere-Polyak(PRP) method, Hestenes-Stiefel(HS)method, DaiYuan(DY) method, Conjugate Descent(CD) method and Liu-Storey(LS) method can see [1,6,13,15,12,4,16].

Also, many parameters are suggested, for example, Hager and Zhang [7] suggested a new conjugate gradient method and called CG-DESCENT method. Zhang Li et al. [16-17] also suggested some modified conjugate gradient methods.
Conjugate directions which introduce in (1.4) have the property

$$
d_{k+1}^{T} y_{k}=0
$$

For Quasi-Newton methods, the search direction $d_{k+1}$ can be calculated in the form

$$
\begin{equation*}
d_{k+1}=-H_{k+1} g_{k+1} \tag{1.12}
\end{equation*}
$$

By above equation and Quasi-Newton condition $H_{k+1} y_{k}=v_{k}$, we get

$$
\begin{equation*}
d_{k+1}^{T} y_{k}=-\left(H_{k+1} g_{k+1}\right)^{T} y_{k}=-g_{k+1}^{T}\left(H_{k+1} y_{k}\right)=-g_{k+1}^{T} v_{k} \tag{1.13}
\end{equation*}
$$

Perry replaced the conjugacy condition $d_{k+1}^{T} y_{k}=0$ by the condition

$$
\begin{equation*}
d_{k+1}^{T} y_{k}=-g_{k+1}^{T} v_{k} \tag{1.14}
\end{equation*}
$$

Dai and Liao introduce the following conjugacy condition:

$$
\begin{equation*}
\mathrm{d}_{\mathrm{k}+1}^{\mathrm{T}} \mathrm{y}_{\mathrm{k}}=-\operatorname{tg}_{\mathrm{k}+1}^{\mathrm{T}} \mathrm{v}_{\mathrm{k}} \tag{1.15}
\end{equation*}
$$

where $t \geq 0$ is a scalar.
This paper is organized as follow: in Section 2, we suggest a new conjugate gradient method. In Section 3, we prove the descent condition, sufficient descent condition and conjugacy condition of the new method. In Section 4 , we present the numerical results and we give the conclusion in section 5.

## 2. Derivation of The New Method

There are many three-term conjugate gradient algorithms suggested for solving nonlinear unconstrained optimization, the first three-term nonlinear conjugate gradient algorithm was presented by Nazareth [5], in which the search direction is determined by

$$
\begin{equation*}
d_{k+1}=-y_{k}+\frac{y_{k}^{T} y_{k}}{y_{k}^{T} d_{k}} d_{k}-\frac{y_{k-1}^{T} y_{k}}{y_{k-1}^{T} d_{k-1}} d_{k-1} \tag{2.1}
\end{equation*}
$$

With $d_{-1}=0, d_{0}=-g_{0}$
(ZZL) [6] proposed a computationally efficient three-term CG method with the following search direction:

$$
\begin{equation*}
d_{k+1}=-g_{k+1}+\beta_{k}^{H S} d_{k}-\frac{g_{k+1}^{T} d_{k}}{d_{k}^{T} y_{k}} y_{k} \tag{2.2}
\end{equation*}
$$

To derive the new method, firstly, we suppose that

$$
\begin{equation*}
d_{k+1}=-g_{k+1}+\beta_{k}^{N E W} d_{k}-\mu \frac{g_{k+1}^{T} d_{k}}{\left\|g_{k}\right\|^{2}} g_{k} \quad, \mu \in(0,1) \tag{2.3}
\end{equation*}
$$

As a new three-term conjugate gradient method multiplying both sides of equation (2.3) by $y_{k}$, we have

$$
\begin{equation*}
d_{k+1}^{T} y_{k}=-g_{k+1}^{T} y_{k}+\beta_{k}^{N E W} d_{k}^{T} y_{k}-\mu \frac{g_{k+1}^{T} d_{k}}{\left\|g_{k}\right\|^{2}} g_{k}^{T} y_{k} \tag{2.4}
\end{equation*}
$$

Now, from equation (1.14) and equation (2.4), we get

$$
\begin{equation*}
-g_{k+1}^{T} v_{k}=-g_{k+1}^{T} y_{k}+\beta_{k}^{N E W} d_{k}^{T} y_{k}-\mu \frac{g_{k+1}^{T} d_{k}}{\left\|g_{k}\right\|^{2}} g_{k}^{T} y_{k} \tag{2.5}
\end{equation*}
$$

Implies that

$$
\begin{equation*}
\beta_{k}^{N E W}=\frac{g_{k+1}^{T} y_{k}}{d_{k}^{T} y_{k}}-\frac{g_{k+1}^{T} v_{k}}{d_{k}^{T} y_{k}}+\mu \frac{g_{k+1}^{T} d_{k}}{d_{k}^{T} y_{k}\left\|g_{k}\right\|^{2}} g_{k}^{T} y_{k} \quad, \text { where } \mu \in(0,1) \tag{2.6}
\end{equation*}
$$

### 2.1 Algorithm of New Method

Step (1): Select $x_{1}$ and $\varepsilon=10^{-5}$.
Step (2): Set $d_{1}=-g_{1}, g_{k}=\nabla f\left(x_{k}\right)$, Set $k=1$.
Step (3): Compute the step length $\alpha_{k}>0$ satisfying the Wolfe line search

$$
\begin{aligned}
& f\left(x_{k}+\alpha_{k} d_{k}\right)-f\left(x_{k}\right) \leq c_{1} \alpha_{k} g_{k}^{T} d_{k} \\
& \left|g_{K+1}^{T} d_{k}\right| \leq c_{2}\left|g_{k}^{T} d_{k}\right|
\end{aligned}
$$

where, $0<c_{1}<c_{2}<1$.
Step (4): Calculate

$$
x_{k+1}=x_{k}+\alpha_{k} d_{k}
$$

Step (5): Calculate $\beta_{k}^{N E W}$ by (2.6)
Step (6): Compute $d_{k+1}=-g_{k+1}+\beta_{k}^{N E W} d_{k}$
Step (7): If $\left|g_{k+1}^{T} g_{k}\right|>0.2\left\|g_{k+1}\right\|^{2}$ then go to step 2.
Else
$k=k+1$ and go to step 3.
Theorem 1: Suppose that the sequence $\left\{x_{k}\right\}$ is generated by (1.2), then the search direction in (1.4) with new conjugate gradient (2.6) satisfy the descent condition, i.e. $d_{k+1}^{T} g_{k+1} \leq 0$ with exact and inexact line search.
Proof: From (1.4) and (2.6) we have,

$$
\begin{equation*}
d_{k+1}=-g_{k+1}+\left(\frac{g_{k+1}^{T} y_{k}}{d_{k}^{T} y_{k}}-\frac{g_{k+1}^{T} v_{k}}{d_{k}^{T} y_{k}}+\mu \frac{g_{k+1}^{T} d_{k}}{d_{k}^{T} y_{k}\left\|g_{k}\right\|^{2}} g_{k}^{T} y_{k}\right) d_{k} \tag{2.7}
\end{equation*}
$$

after we multiplying both sides by $g_{k+1}$, we obtain

$$
\begin{equation*}
d_{k+1}^{T} g_{k+1}=-\left\|g_{k+1}\right\|^{2}+\frac{g_{k+1}^{T} y_{k}}{d_{k}^{T} y_{k}} d_{k}^{T} g_{k+1}-\frac{\alpha_{k}\left(g_{k+1}^{T} d_{k}\right)^{2}}{d_{k}^{T} y_{k}}+\mu \frac{\left(g_{k+1}^{T} d_{k}\right)^{2}}{d_{k}^{T} y_{k}\left\|g_{k}\right\|^{2}} g_{k}^{T} y_{k} \tag{2.8}
\end{equation*}
$$

if the step size is chosen by an exact line search which is $d_{k}^{T} g_{k+1}=0$, then, the proof is done.
Now, we prove that the equation (2.8) is satisfies the descent condition If $d_{k}^{T} g_{k+1} \neq 0$.
By mathematical induction, $d_{0}^{T} g_{0}=-\left\|g_{0}\right\|^{2} \leq 0$, where $d_{0}=-g_{0}$, to prove case $K+1$, firstly, we assume that it is true for case $k$ that is mean $d_{k}^{T} g_{k} \leq 0$, and this is true if $d_{k}=-g_{k}$, now, since $d_{k}=-g_{k}$, then the equation $(2,8)$ becomes,

$$
d_{k+1}^{T} g_{k+1}=-\left\|g_{k+1}\right\|^{2}+\frac{g_{k+1}^{T} y_{k}}{d_{k}^{T} y_{k}} d_{k}^{T} g_{k+1}-\frac{\alpha_{k}\left(g_{k+1}^{T} d_{k}\right)^{2}}{d_{k}^{T} y_{k}}-\mu \frac{\left(g_{k+1}^{T} d_{k}\right)^{2}}{\left\|g_{k}\right\|^{2}}
$$

since the parameter of (HS) is satisfies the descent condition, then, the first two terms of equation (2.8) are less than or equal to zero, and it is clear that the third and fourth terms are less than zero, since $\alpha_{k}, \mu$, and $d_{k}^{T} y_{k}$ are positive, so we get

$$
d_{k+1}^{T} g_{k+1}=-\left\|g_{k+1}\right\|^{2}+\frac{g_{k+1}^{T} y_{k}}{d_{k}^{T} y_{k}} d_{k}^{T} g_{k+1}-\frac{\alpha_{k}\left(g_{k+1}^{T} d_{k}\right)^{2}}{d_{k}^{T} y_{k}}-\mu \frac{\left(g_{k+1}^{T} d_{k}\right)^{2}}{\left\|g_{k}\right\|^{2}}<0
$$

Theorem 2: Assume that the sequence $\left\{x_{k}\right\}$ is generated by (1.2), then the search direction in (1.4) with new conjugate gradient (2.6) satisfies the sufficient descent condition.

$$
d_{k+1}^{T} g_{k+1} \leq-C\left\|g_{k+1}\right\|^{2}
$$

Proof: From (1.4) and (2.6) we get

$$
\begin{equation*}
d_{k+1}=-g_{k+1}+\left(\frac{g_{k+1}^{T} y_{k}}{d_{k}^{T} y_{k}}-\frac{\alpha_{k} g_{k+1}^{T} d_{k}}{d_{k}^{T} y_{k}}+\mu \frac{g_{k+1}^{T} d_{k}}{d_{k}^{T} y_{k}\left\|g_{k}\right\|^{2}} g_{k}^{T} y_{k} \quad\right) d_{k} \tag{2.9}
\end{equation*}
$$

Multiply both sides of above equation by $g_{k+1}$, to get

$$
\begin{equation*}
d_{k+1}^{T} g_{k+1}=-\left\|g_{k+1}\right\|^{2}+\frac{g_{k+1}^{T} y_{k}}{d_{k}^{T} y_{k}} d_{k}^{T} g_{k+1}-\frac{\alpha_{k}\left(g_{k+1}^{T} d_{k}\right)^{2}}{d_{k}^{T} y_{k}}+\mu \frac{\left(g_{k+1}^{T} d_{k}\right)^{2}}{d_{k}^{T} y_{k}\left\|g_{k}\right\|^{2}} g_{k}^{T} y_{k} \tag{2.10}
\end{equation*}
$$

since the parameter of $(\mathrm{HS})$ is satisfies the descent condition a, then the equation $(2,10)$ becomes

$$
\begin{gathered}
d_{k+1}^{T} g_{k+1} \leq-\frac{\alpha_{k}\left(g_{k+1}^{T} d_{k}\right)^{2}}{d_{k}^{T} y_{k}}+\mu \frac{\left(g_{k+1}^{T} d_{k}\right)^{2}}{d_{k}^{T} y_{k}\left\|g_{k}\right\|^{2}} g_{k}^{T} y_{k} \\
=-\frac{\alpha_{k}\left(g_{k+1}^{T} d_{k}\right)^{2}}{d_{k}^{T} y_{k}}-\mu \frac{\left(g_{k+1}^{T} d_{k}\right)^{2}}{\left\|g_{k}\right\|^{2}} \\
=-\left[\frac{\alpha_{k}\left(g_{k+1}^{T} d_{k}\right)^{2}}{d_{k}^{T} y_{k}}+\mu \frac{\left(g_{k+1}^{T} d_{k}\right)^{2}}{\left\|g_{k}\right\|^{2}}\right] * \frac{\left\|g_{k+1}\right\|^{2}}{\left\|g_{k+1}\right\|^{2}}
\end{gathered}
$$

Since,

$$
=-\left\|g_{k+1}\right\|^{2}\left[\frac{\alpha_{k}\left(g_{k+1}^{T} d_{k}\right)^{2}}{d_{k}^{T} y_{k}}+\mu \frac{\left(g_{k+1}^{T} d_{k}\right)^{2}}{\left\|g_{k}\right\|^{2}}\right] * \frac{1}{\left\|g_{k+1}\right\|^{2}}
$$

Let $C=\left[\frac{\alpha_{k}\left(g_{k+1}^{T} d_{k}\right)^{2}}{d_{k}^{T} y_{k}}+\mu \frac{\left(g_{k+1}^{T} d_{k}\right)^{2}}{\left\|g_{k}\right\|^{2}}\right] * \frac{1}{\left\|g_{k+1}\right\|^{2}}$ which is positive, then

$$
d_{k+1}^{T} g_{k+1} \leq-C\left\|g_{k+1}\right\|^{2}
$$

Theorem 3: Suppose that the sequence $\left\{x_{k}\right\}$ is generated by (1.2), then the search direction in (1.4) with new conjugate gradient (2.6) satisfy the conjugacy condition.
Proof: From (1.4), (2.6) and multiply both sides by $y_{k}$, we have

$$
\begin{equation*}
d_{k+1}^{T} y_{k}=-g_{k+1}^{T} y_{k}+\left(\frac{g_{k+1}^{T} y_{k}}{d_{k}^{T} y_{k}}-\frac{\alpha_{k} g_{k+1}^{T} d_{k}}{d_{k}^{T} y_{k}}+\mu \frac{g_{k+1}^{T} d_{k}}{d_{k}^{T} y_{k}\left\|g_{k}\right\|^{2}} g_{k}^{T} y_{k}\right) d_{k}^{T} y_{k} \tag{2.11}
\end{equation*}
$$

Implies that

$$
\begin{equation*}
d_{k+1}^{T} y_{k}=-g_{k+1}^{T} y_{k}+\left(g_{k+1}^{T} y_{k}-\alpha_{k} g_{k+1}^{T} d_{k}+\mu \frac{g_{k+1}^{T} d_{k}}{\left\|g_{k}\right\|^{2}} g_{k}^{T} y_{k}\right) \tag{2.12}
\end{equation*}
$$

Then,
$d_{k+1}^{T} y_{k}=-\alpha_{k} g_{k+1}^{T} d_{k}+\mu \frac{g_{k+1}^{T} d_{k}}{\left\|g_{k}\right\|^{2}} g_{k}^{T} y_{k}$
Since $d_{k}=-g_{k}$, then,

$$
\begin{equation*}
d_{k+1}^{T} y_{k}=-g_{k+1}^{T} d_{k}\left(\alpha_{k}+\mu \frac{d_{k}^{T} y_{k}}{\left\|g_{k}\right\|^{2}}\right) \tag{2.13}
\end{equation*}
$$

Hence,
$d_{k+1}^{T} y_{k}=-g_{k+1}^{T} v_{k} \frac{\left(\alpha_{k}+\mu \frac{d_{k}^{T} y_{k}}{\left\|g_{k}\right\|^{2}}\right)}{\alpha_{k}}$
since $\frac{\left(\alpha_{k}+\mu \frac{d_{k}^{T} y_{k}}{\left\|g_{k}\right\|^{2}}\right)}{\alpha_{k}}>0$, let $t=\frac{\left(\alpha_{k}+\mu \frac{d_{k}^{T} y_{k}}{\left\|g_{k}\right\|^{2}}\right)}{\alpha_{k}}$, so, we have,
$d_{k+1}^{T} y_{k}=-t g_{k+1}^{T} v_{k}=0$.

## 3. Numerical Results

In this section, we report the detailed numerical results of a number of problems by new method. We compare our method with Conjugate Gradient algorithms (HS) and (DY), the comparative tests involve nonlinear unconstrained problems (standard test function) with different dimensions $4 \leq n \leq 5000$, programs are written in FORTRAN90 language, the stopping condition for all cases is $\left\|g_{k+1}\right\| \leq 10^{-5}$. The results given in tables (1) and (2) specifically quote the number of function (NOF) and the number of iteration (NOI). More experimental results in tables (1) and (2) confirm that the new method is superior to standard Conjugate Gradient methods (HS) and (DY), with respect to the NOI and NOF.

Table (1): Comparative Performance of the three algorithms (HS, DY and New Conjugate Gradient Method)

| Test function | Dim. | Algorithm of HS |  | Algorithm of DY |  | New algorithm |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | NOI | NOF | NOI | NOF | NOI | NOF |
| GCentral | 4 | 22 | 159 | 18 | 127 | 19 | 128 |
|  | 10 | 22 | 159 | 18 | 127 | 19 | 128 |
|  | 50 | 22 | 159 | 19 | 138 | 19 | 128 |
|  | 100 | 22 | 159 | 20 | 153 | 21 | 157 |
|  | 500 | 23 | 171 | 23 | 192 | 21 | 157 |
|  | 1000 | 23 | 171 | 23 | 192 | 22 | 170 |
|  | 5000 | 28 | 248 | 24 | 205 | 26 | 216 |
| Miele | 4 | 28 | 85 | 36 | 115 | 25 | 72 |
|  | 10 | 31 | 102 | 36 | 115 | 33 | 105 |
|  | 50 | 31 | 102 | 45 | 156 | 33 | 105 |
|  | 100 | 33 | 114 | 45 | 156 | 33 | 105 |
|  | 500 | 40 | 146 | 53 | 188 | 35 | 119 |
|  | 1000 | 46 | 176 | 60 | 222 | 35 | 119 |
|  | 5000 | 54 | 211 | 66 | 257 | 40 | 140 |
| Powell | 4 | 38 | 108 | 50 | 128 | 28 | 72 |
|  | 10 | 38 | 108 | 51 | 130 | 28 | 72 |
|  | 50 | 38 | 108 | 51 | 130 | 31 | 91 |
|  | 100 | 40 | 122 | 51 | 130 | 31 | 91 |
|  | 500 | 41 | 124 | 51 | 130 | 31 | 91 |
|  | 1000 | 41 | 124 | 51 | 130 | 31 | 91 |
|  | 5000 | 41 | 124 | 52 | 132 | 31 | 91 |
| Wood | 4 | 30 | 68 | 28 | 65 | 26 | 61 |
|  | 10 | 30 | 68 | 28 | 65 | 27 | 63 |
|  | 50 | 30 | 68 | 28 | 65 | 27 | 63 |
|  | 100 | 30 | 68 | 28 | 65 | 27 | 63 |
|  | 500 | 30 | 68 | 29 | 68 | 28 | 65 |
|  | 1000 | 30 | 68 | 29 | 68 | 28 | 65 |
|  | 5000 | 30 | 68 | 29 | 68 | 28 | 65 |
| Cubic | 4 | 12 | 35 | 14 | 39 | 11 | 31 |
|  | 10 | 13 | 37 | 15 | 43 | 11 | 31 |
|  | 50 | 13 | 37 | 15 | 43 | 12 | 35 |
|  | 100 | 13 | 37 | 15 | 43 | 12 | 35 |
|  | 500 | 13 | 37 | 15 | 43 | 12 | 35 |
|  | 1000 | 13 | 37 | 15 | 43 | 12 | 35 |
|  | 5000 | 13 | 37 | 15 | 43 | 13 | 37 |
| Extended Psc1 | 4 | 7 | 18 | 6 | 16 | 6 | 16 |
|  | 10 | 6 | 16 | 6 | 16 | 6 | 16 |
|  | 50 | 6 | 16 | 6 | 16 | 6 | 16 |
|  | 100 | 7 | 18 | 6 | 16 | 6 | 16 |
|  | 500 | 7 | 18 | 6 | 16 | 6 | 16 |
|  | 1000 | 7 | 18 | 6 | 16 | 6 | 16 |
|  | 5000 | 7 | 18 | 6 | 16 | 6 | 16 |
| Sum | 100 | 14 | 81 | 14 | 85 | 14 | 78 |


|  | 500 | 21 | 124 | 21 | 118 | 22 | 121 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1000 | 23 | 128 | 24 | 125 | 19 | 83 |
| Wolfe | 100 | 49 | 99 | 45 | 91 | 49 | 99 |
|  | 500 | 52 | 105 | 48 | 79 | 52 | 105 |
|  | 1000 |  | 70 | 141 | 52 | 105 | 61 |
| Total | 1278 | 4513 | 1392 | 4729 | 1125 | 3853 |  |

Table (2): Percentage of Improving of the New Method

|  | Algorithm of HS | New Algorithm |
| :---: | :---: | :---: |
| NOI | $100 \%$ | $88.0281690141 \%$ |
| NOF | $100 \%$ | $85.375581653 \%$ |
|  |  |  |
| NOI | Algorithm of DY | New Algorithm |
| NOF | $100 \%$ | $80.8189655172 \%$ |

## 4. Conclusion

We have suggested a new conjugate gradient method for unconstrained optimization problems. We proved the descent condition, sufficient descent condition and Conjugacy condition to the proposed method, the numerical tests were carried out on low and high dimensionality problems, and comparisons were made amongst different test functions. The new method has proven its efficiency through results in tables (1) and (2).
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