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Alzheimer's disease (AD), an incurable disease, poses a major health problem. It is important 

to identify patients with mild cognitive impairment (MCI) and early AD. Clock rendering 

test (CDT) is an effect way to screen AD patients quickly in the community. However, the 

current CDT methods require specific equipment to collect features, and the existing 

prediction models are inefficient in early warning of MCI. To solve the problem, this paper 

replaces digital pen with fingertip interaction, and proposes an early warning model for AD 

early dCDT images based on ResNet50. The dCDT tests were carried out on normal 

cognitive elderly, MCI patients and mild AD patients, and the results were used to verify the 

analysis and classification ability of the ResNet50-based early AD prediction model, in 

contrast to the clock score-based early AD prediction model. The comparison shows that the 

ResNet50-based early AD prediction model is efficient in early warning than the other 

model, and is suitable for large-scale screening of AD patients in the community, in the 

absence of doctors. 
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1. INTRODUCTION

Alzheimer's disease (AD), which affects over 44 million 

people worldwide, has emerged as one of the key challenges 

[1, 2]. There is currently no treatment available for AD due to 

a bottleneck in pharmacological development [3]. Preclinical 

AD, AD-related moderate cognitive impairment, and AD-

related dementia are the three stages of the disease [4]. The 

first stage of mild cognitive loss is known as mild cognitive 

impairment (MCI) [5]. Earlier research [6] shows that people 

could regain normal cognition if they are properly diagnosed 

and treated. Therefore, it is crucial to identify patients with 

MCI and early AD. 

One of the most explored neuropsychological tests is the 

clock drawing test (CDT), which is frequently utilized in 

clinical evaluations [7, 8]. On a piece of blank paper, the test 

asks the participants to draw a clock that reads 10mins after 11. 

The clock drawing behavior can assess a variety of cognitive 

abilities including but not limited to memory, motor control, 

and visuospatial ability [9, 10]. It has been employed in the 

community to rapidly screen for AD patients, due to its 

benefits of low cost, high acceptance, and fast completion. The 

screening must still be carried out and the data analyzed by 

medical personnel. Additionally, the doctor's clinical 

background may have an impact on how the results are 

assessed [11-13]. 

To compensate for these limitations, recent research 

automates the scoring and classification of AD patients using 

digital versions of the clock drawing test (dCDT) based on 

human-computer interaction (HCI) and machine learning 

algorithms [14, 15]. For instance, Müller et al. [16] used a 

forward stepwise logistic regression model to examine 

participants' speed and other clock test features. For normal 

cognition (NC) and MCI, the model's classification accuracy 

was 77.5%. Using a machine learning model, Yasunori 

Yamada et al. [17] investigated the stress and other factors 

involved in the testing procedure. The model's NC and AD 

classification accuracy was 80%. Ishikawa et al. [18] analyzed 

the features of multiple tasks through the fusion of three-

classification models, and achieved a final accuracy of 74.6%. 

However, the aforementioned models require the use of a 

digital pen to gather characteristics and have poor MCI patient 

early warning effectiveness, making them unsuitable for 

screening large communities. 

Therefore, this study designs a dCDT test model with high 

prediction efficiency using fingertip interaction rather than 

digital pen to address the needs of large-scale screening in the 

community, in the absence of doctors. The authors came up 
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with a new early warning method of AD HCI based on deep 

learning, and designed two prediction models, namely, an 

early AD prediction model based on clock score, and an early 

AD dCDT image prediction model based on ResNet50. The 

classification ability of the two models were verified through 

dCDT tests on NC elderly, MCI patients and mild AD patients. 

The results show that the ResNet50-based early AD prediction 

model is efficient in early warning than the other model, and 

is suitable for large-scale screening of AD patients in the 

community, in the absence of doctors. 

 

 

2. METHODOLOGY 

 

2.1 Data acquisition 

 

In this study, we developed the human-computer interaction 

dCDT early warning paradigm of AD. The mobile devices 

with related systems are used to record the evaluation data of 

the dCDT by the participants, and the digital pen was replaced 

by fingertip interaction. After the test began, participants were 

required to draw the 11:10 clock, including the outline of the 

clock, numbers and hands, with their fingers on the tablet 

according to voice and text prompts. The paradigm evaluation 

scenario of mobile terminal is shown in Figure 1. 

 

 
 

Figure 1. Paradigm evaluation scenario of mobile terminal 

 

2.2 Data preprocessing 

 

The collected image data needed to be preprocessed. First 

of all, damaged and blurred pictures were removed by the 

combination of automatic machine cleaning and manual audit. 

Then the image was uniformly resized to 1917*762 px. 

 

2.3 Prediction model based on clock score calculation 

 

2.3.1 Extraction and analysis of digital biomarkers 

 

 
 

Figure 2. Evaluation results 

Digital biomarkers are defined as objective, quantifiable, 

physiological, and behavioral data that are collected and 

measured by means of digital devices [19] We used the mobile 

devices to collect the CDT images of participants. For the 

above dCDT images collected by digital mobile devices after 

preprocessing, we selected three digital biomarkers from the 

Angle of image features based on analytic hierarchy process 

(AHP) method: Clock contour fraction, Numeric fraction, and 

Pointer fraction. Evaluation results is shown in Figure 2. 

DBM1: Clock contour fraction is used to determine whether 

the clock profile is closed; 

DBM2: Numeric fraction is used to judge whether the 

number in the clock is correct. 

DBM3: Pointer fraction is used to determine whether the 

clock hands are correct. 

 

Through the corrosion in the morphological operation, we 

burred the clock images to improve the calculation accuracy.  

 
[𝜀𝐴(𝑋)](𝑥) = 𝑚𝑖𝑛{𝑋𝐴} (1) 

 

where, [𝜀𝐴(𝑋)](𝑥) represents the method by which structure 

element A corrodes from the child element x of set X. 𝑋𝐴 is the 

value of x within structure element A. 

Based on the contour edge detection technology, we judge 

the closing condition of the outer contour of the clock, and 

record the results in a binary way. Contour edge detection 

process is shown in Figure 3. 

 

 
 

Figure 3. Contour edge detection process 

 

Optical character recognition (OCR) technology was used 

to recognize the numbers written by the participants and the 

results was recorded in a binary way. As shown in figure 4, the 

Space Converter Network (STN) was used to identify the 

clock architecture [20] to achieve end-to-end clock alignment 

and recognition training. The real clock picture was used to 

further narrow the gap between the simulation and real data, 

so as to realize the clock time reading and record the results in 

a binary way. The clock time calculation formula is as follows: 

 

�̂� = 𝛷𝑐𝑙𝑠(𝑃𝑐𝑙𝑜𝑐𝑘) ∈ 𝐷720 (2) 
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where, �̂� is the prediction of clock time; 𝛷𝑐𝑙𝑠 is classification 

network; 𝑃𝑐𝑙𝑜𝑐𝑘 is the dCDT images drawn by the participants. 

If we quantify the time, there were 12 possibilities for the hour 

and 60 possibilities for the minute. with a total of 720 

possibilities. 𝐷720 is 720-way classification. 

 

 
 

Figure 4. Evaluation results 

 

2.3.2 Traditional statistical analysis 

The SPSS 25.0 software package (IBM, Armonk, NY) was 

used for statistical analysis. The above digital biomarkers were 

used as input indicators of the multiple logistic regression 

model, and classification labels were set according to the 

inclusion results. The relevant formulas are as follows: 

 

𝑠(𝑥) =
1

1 + 𝑒−𝑥
 (3) 

 

𝑓(𝑥) = 𝑤1𝑥1 + 𝑤2𝑥2 +⋯+ 𝑤𝑛𝑥𝑛 + 𝑏 (4) 

 

According to Formula (4), we can get: 

 

𝑓(𝑥) = ∑𝑤𝑖𝑥𝑖

𝑛

𝑖=1

+ 𝑏 = 𝑤𝑇𝑥 + 𝑏 (5) 

 

In formula (5), 𝑏 = 𝑤0, 𝑥0 = 1, we can get: 

 

𝑓(𝑥) = 𝑤𝑇x (6) 

 

𝑦 =
1

1 + 𝑒−𝑓(𝑥)
=

1

1 + 𝑒−𝑤
𝑇𝑥

 (7) 

 

where, x is the digital biomarker extracted in this study, y is 

the early prediction results of NC, MCI and mild AD, and w is 

the parameter: 

 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑧𝑖) =
𝑒𝑥𝑝(𝑧𝑖)

∑ 𝑒𝑥𝑝(𝑧𝑗)
𝐾
𝑗=1

 (8) 

 

where, 𝑧𝑖is the output value of the i node, and K is the number 

of output nodes, that is, the number of categories. Because the 

classification label of this study includes three categories: NC, 

MCI and mild AD, K=3. 

2.4 Prediction model based on ResNet50 

 

2.4.1 Increment of data 

Since A larger dataset can prevent the model from learning 

features that are not relevant to the purpose, to improve the 

performance of deep learning models, it is important to use a 

large database for training. However, due to the overall small 

number of images in our used dataset, this paper is prepared to 

use traditional data expansion methods to increase the amount 

of data on the basis of pre-processing data. We increased each 

image by 20, using methods such as Adapting the hue, random 

angle rollback, randomly changing the length of the image, 

randomly changing the width of the image, random scaling, 

random horizontal flipping and random vertical flipping. 

 

[
𝑥𝑛
𝑦𝑛
] = [

𝑐𝑜𝑠𝜃 −𝑠𝑖𝑛𝜃
𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

] [
𝑥𝑜
𝑦𝑜
] (9) 

 

where, 𝑥𝑜 and 𝑦𝑜 are the original coordinate of the image, 𝜃 is 

the rotation angle, 𝑥𝑛 and 𝑦𝑛 are the coordinate of the image 

after rotation. 

 

2.4.2 Model pre-training 

Because training machine learning (ML) models often 

requires the use of very large datasets, in practice it is rare to 

train an entire convolutional network from scratch.  

Therefore, through transfer learning (TL), we pre train 

convolutional neural networks (ConvNet, CNN) on a very 

large dataset, and then use them as the initialization of the 

target task, which means that the constructed and trained ML 

model can be used as the basis for the second related task.  

Specifically, as shown in Figure 5, the essence of the TL 

concept is to eliminate the final layer of the base model and 

adapt and append new layers for learning according to the 

purpose, in order to save training time and adapt to small 

sample sizes. When the target dataset is small (smaller than the 

amount of data used for training the originally trained model), 

the TL concept can be applied to build a more accurate ML 

model. 

 

 
 

Figure 5. Principles of transfer learning 

 

The ResNet50 V2 model is used in this paper for ML model 

training was trained first on the ImageNet dataset, and this 

model is now being repurposed to learn features to be trained 

on the dataset of clock painting which collected by our 

experiments. When the model is initially trained, TL allows us 

to start with features extracted from the ImageNet dataset and 

adapt the learned features to the structure of the model and the 

requirements of the new dataset. The loss function is as 

follows: 

 

𝐿 = −
1

𝑁
∑∑𝑦𝑖𝑐log(𝑝𝑖𝑐)

𝑀

𝑐=1𝑖

 (10) 
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where, M is the classified quantity, M=3, 𝑦𝑖𝑐  is a function 

symbol. If the true category of sample a is c, 𝑦𝑖𝑐=1, otherwise 

𝑦𝑖𝑐=0, 𝑝𝑖𝑐  is the prediction probability that observation sample 

i belongs to category c. 

 

2.4.3 Construction of prediction model 

ResNet50 is a multi-layered convolutional neural network 

have 50 layers deep, which used deep bottleneck architecture 

and the shortcut to perform better neural networks [21]. The 

ResNet network consists of the remaining blocks [22], unlike 

a traditional neural network where each layer is connected to 

the next layer, in a network like ResNet with remaining 

building blocks, in addition to connecting to the next layer, 

each block is also connected directly to the layer which is 2-3 

layers deeper as a shortcut connection.  

As shown in Figure 6, in a residual block, the input x can be 

directed through many convolutional layers (function F) to 

eventually obtain the result F(x). Unlike CNNs that possess 

similar logic, ResNet subsequently adds the input x to the 

result F(x), which becomes F(x)+x as an element-wise addition 

(○+). Which means that the using of residual blocks allows the 

information in x to penetrate deeper into the neural network 

via a shortcut, in a way that allows us to train a much deeper 

network. Including opposite direction, the deeper the CNN, the 

path of information from the input layer to the output layer 

becomes larger. ResNet networks can be implemented by 

stacking many remaining blocks together to form a network. 

 

 
 

Figure 6. Residual block 

 

Therefore, it is possible to use intermediate activations to let 

the residual blocks go deeper into the neural network, allowing 

us to continue training deeper neural networks without losing 

performance [23, 24]. As an application, this feature of ResNet 

means that the users do not have many data for training can 

load a pretrained version of the network trained on more than 

a million images from the ImageNet database [23]. We take 

the enhanced image of the sample as the input of the model, 

divide the training set and test set according to the proportion 

of 8:2, and set the classification label according to the 

grouping results to build the early model of three categories of 

AD, with the relevant formula as follows. 

 

𝑦 = Ϝ(𝑥, 𝑤𝑓) + 𝑥 (11) 

 

where, it is conventional convolution neural network. 

 

𝑦 = Ϝ(𝑥, 𝑤) + 𝑥 (12) 

 

where, it is ResNet. 

𝑊𝑁 =
𝑊𝑜 − 𝐹 + 2𝑃

𝑆
+ 1 (13) 

 

𝐻𝑁 =
𝐻𝑜 − 𝐹 + 2𝑃

𝑆
+ 1 (14) 

 

where, it is feature map size calculation. The input clock image 

size is 𝑊𝑜*𝐻𝑜, the convolution kernel size is F*F, the stride is 

S, then the output image size is 𝑊𝑁*𝐻𝑁 . The visualization 

results of the model are shown in Figure 7. 

 

 
 

Figure 7. Proposed ResNet-50 Model visualization results 

 

 

3. RESULTS 

 

3.1 Data acquisition result 

 

A total of 127 participants aged 50-85 years from a third-

class hospital in Beijing were recruited for the study, including 

42 NC elderly, 46 patients with MCI, and 13 patients with mild 

AD. Finally, 127 pictures of dCDT were collected. Grouping 

of participants is based on the hospital's existing clinical 

diagnosis (according to NIA–AA criteria [25, 26]). The study 

was approved by the ethics committee of Zhejiang Chinese 

Medical University, and all participants voluntarily 

participated in the experiment and signed informed consent 

prior to the experiment. The clinical diagnosis was based on 

the clinical evaluation of hospital physicians (including 

imaging examinations such as MRI and PET, 

neuropsychological tests, laboratory examination, etc.). 

Exclusion criteria included meeting the diagnostic criteria for 

Parkinson's disease, frontotemporal dementia, dementia with 

Lewy bodies or Huntington's disease; other causes of dementia, 

such as cerebrovascular disease, central nervous system 

trauma, etc.; a history of schizophrenia, severe anxiety and 

depression; aphasia, consciousness disorders and other 

diseases affecting cognitive evaluation; tumor; a history of 

epilepsy or use of antiepileptic medications, and any medical 

conditions (including arm disability, etc.) that may prevent 

completion of the experimental paradigm. 

 

3.2 Results of data preprocessing 

 

127 dCDT images collected in the hospital were 

preprocessed before. Finally, as shown in Table 1, we included 

118 dCDT images in this study. dCDT images of different 

categories of participants are given in Figure 8. 
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Table 1. dCDT images included in the study 

 

No. Type Abbr. Amount 

1 Mild Cognitive Impairment MCI 60 

2 Normal Cognition NC 36 

3 Alzheimer's Disease AD 22 

 

 
(a) dCDT images of NC elderly 

 
(b) dCDT images of MCI patients 

 
(c) dCDT images of mild AD patients 

 

Figure 8. dCDT images of different participants 

 

3.3 Data increment results 

 

As a result, a total of 2258 images were ultimately used for 

deep learning by ResNet50 in this study. Dataset with data 

augmentation is shown in Table 2. 

 

3.4 Experimentation settings of prediction model based on 

ResNet50 

 

For the experiments, we used the anaconda platform and the 

well-established Keras with Tensorflow framework to train the 

process as well as to test the proposed models. The specific 

experimental environments such as the PC used in this study 

are showed in Table 3. 

Table 2. Dataset with data augmentation 

 

No. Type Abbr. Amount 

1 Mild Cognitive Impairment MCI 1132 

2 Normal Cognition NC 697 

3 Alzheimer's Disease AD 429 

 

Table 3. Experimental environment 

 

Description Type 

OS 64-bit operating system Windows 10 

RAM 32 GB 

Graphics Cards 
Nvidia GeForce RTX 2080 Ti 11GB 

GDDR6 

Programming Languages Python 3.8.8 

Framework Keras 2.10.0 

Model ResNet-50 v2 [23] 

 

3.5 Evaluation index 

 

3.5.1 Confusion matrix 

The 2 by 2 Confusion Matrix is an important measure to 

evaluate the performance, which is shown in Table 4. 

 

Table 4. Confusion matrix 

 

 
Predicted Class 

Positive Negative 

Actual Class 
True Positive (TP) False Negative (FN) 

False Positive (FP) True Negative (TN) 

 

3.5.2 Performance metrics 

Performance analysis is carried out using Accuracy, 

Precision, Recall (Sensitivity), Specificity. The performance 

metrics are mathematically calculated as follows: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 (15) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (16) 

 

 

𝑅𝑒𝑐𝑎𝑙𝑙(𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (17) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (18) 

 

3.6 Performance analysis 

 

3.6.1 Analysis results of traditional statistical analysis 

As shown in Figure 9, the 3 by 3 confusion matrix is used 

to evaluate the performance. 

 

 
 

Figure 9. 3 by 3 confusion matrix 
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Table 5. Performance metrics of traditional statistical 

analysis 

 
Description Accuracy Precision Recall Specificity 

NC 0.00 0.0 0.0 0.0 

MCI 0.95 0.51 0.95 0.95 

Mild AD 0.18 0.57 0.18 0.18 

 

The prediction results of traditional statistical analysis are 

quite bad. Accuracy of prediction model is 0.52. Performance 

metrics of traditional statistical analysis are shown in Table 5. 

 

3.6.2 Analysis results of ResNet50 prediction model 

In this study, we used the traditional setup of using 80% of 

the data for training ResNet-50 model and the remaining 20% 

for testing the accuracy of the generated models. All data 

extraction was carried out randomly. 

As shown in Figure 10, the 3 by 3 confusion matrix is used 

to evaluate the performance of ResNet50 prediction model. 

The proposed model achieved an accuracy of 85% 

approximately. The accuracy generated is relatively high since 

the data is very complex.as shown in Table 6. 

 

 
 

Figure 10. 3 by 3 confusion matrix 

 

Table 6. Performance metrics of ResNet50 prediction model 

 
Description Accuracy Precision Recall Specificity 

NC 0.87 0.72 0.95 0.83 

MCI 0.86 0.95 0.77 0.96 

Mild AD 0.98 0.95 0.92 0.99 

 

 

4. DISCUSSION 

 

In this study, the traditional early AD prediction model 

based on clock score calculation did not show a good 

prediction ability. This may be due to the fact that the 

traditional prediction method based on clock score calculation 

is aimed at the dCDT of digital pen [14-17]. However, in this 

study, fingertip interaction was used instead of digital pen. 

Therefore, the current mainstream clock score calculation 

methods for the evaluation of dCDT images in this study did 

not accord with the reality, and were difficult to achieve the 

correct classification of NC, MCI and mild AD. It is also 

possible that the cognitive impairment of MCI is subtle, and 

simple score calculation cannot distinguish NC from MCI. In 

addition, the early AD prediction model based on clock score 

calculation did not enhance the samples, so the limited sample 

size may also be the reason for its low prediction effectiveness. 

The early AD dCDT image prediction model based on 

ResNet50 avoided the deficiency of small sample size to some 

extent through sample enhancement. This image prediction 

model automatically extracts and learns the features of three 

kinds of human images, and adapts to the new way of fingertip 

interaction instead of digital pen for community screening. At 

present, developing countries such as Asia and Africa are 

facing the dilemma of rapidly aging population and relative 

shortage of medical resources [27-29]. To some extent, this a 

new early warning method of AD human-computer interaction 

based on deep learning technology can reduce the cost of 

community screening and is more conducive to the promotion 

of community screening in developing countries such as Asia 

and Africa.  

There is no doubt that the lack of samples has become the 

biggest regret of this study. However, it is gratifying that a new 

early warning method of AD human-computer interaction 

based on deep learning technology still shows good early 

warning effectiveness under small samples. In the future, we 

will collect more clinical dCDT images to further enhance the 

reliability and accuracy of this early warning method. 

 

 

5. CONCLUSIONS 

 

In summation, we proposed a new early warning method of 

AD human-computer interaction based on deep learning 

technology, and designed two prediction model including the 

early AD prediction model based on clock score calculation 

and the early AD dCDT image prediction model based on 

ResNet50. The dCDT test results of NC elderly, MCI patients 

and mild AD patients were collected to test the predictive 

performance of the two models. The results showed that, 

compared with the early AD prediction model based on clock 

score calculation, the early AD dCDT image prediction model 

based on ResNet50 had good early warning efficiency. The 

new early warning method of AD human-computer interaction 

based on deep learning technology is suitable for large-scale 

screening of AD patients in the community without doctors. 
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