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Abstract-This paper deals with the carrier fre- 
quency synchronization of orthogonal multicarrier 
systems, which are an effective transmission tech- 
nique for coping with the typical channel impair- 
ments present in mobile reception. A new carrier 
frequency detector is introduced and its performance 
thoroughly analyzed in the presence of a multipath 
channel. In particular we have analytically derived 
the frequency detector characteristic curve and its 
noise power spectral density. We have compared the 
new algorithm with other known algorithms and we 
have shown that it permits a considerable improve- 
ment in the noise level to be achieved. 

I. INTRODUCTION 

The orthogonal multicarrier (MC) transmission technique, 
also known as Orthogonal Frequency Division Multiplexing 
(OFDM) [l], is an effective means of coping with the typi- 
cal channel impairments present in mobile reception. In fact, 
MC techniques provide a good protection against the effects 
of severe multipath propagation, cochannel interference and 
impulsive parasitic noise, such as occur in digital mobile chan- 
nels [2-3]. Moreover, thanks to  the improvements in digital 
signal processing, MC systems have become practical to im- 
plement and are used for both mobile and fixed applications 
such as digital audio broadcasting (DAB) [4] and subscriber 
line modems (ADSL) [5]. The OFDM technique is also pro- 
posed for the broadcasting of digital television in Europe [ 6 ] .  
The main feature of OFDM is that the use of an appropriate 
guard interval eliminates intersymbol interference (1%) at  the 
sampling time even in the presence of a multipath channel [ 3 ] .  

One of the fundamental functions of an OFDM receiver 
is the carrier frequency synchronization. Indeed, a residual 
frequency error between the transmitter and receiver local 
oscillators leads to  a loss of orthogonality between the differ- 
ent subcarriers making up the OFDM signal, thus giving rise 
to  a degradation in the overall system performance [7]. 

Usually, the frequency error is corrected by using track- 
ing loops in which a frequency detector (FD) provides an 
estimate of the frequency error to  be compensated for. Up 
to now, the FDs used for OFDM systems were based on the 

analysis of the signal at the output of the Fast Fourier Trans- 
form (FFT) at  the receiver side [8-91 (position B in Fig. 1). 

(b) 

Fig. 1: OFDM transmitter (a) and receiver (b). 

These algorithms can be divided into two categories: 
1. Algorithms based on the analysis of special synchroniza- 
tion blocks embedded in the OFDM temporal frame (an ex- 
ample can be found in [SI). 
2.  Algorithms based on the analysis of the received data a t  
the output of the FFT (an example can be found in [9]). 
The first category of algorithms presents, however, some 
drawbacks. Mainly such algorithms have a long acquisition 
time due to the fact that in an OFDM temporal frame there 
are only a few special synchronization blocks every many 
data blocks. Moreover, they require quite a high computa- 
tional complexity in order to  get rid of nonlinearity problems 
and multipath channel effects. On the contrary, the second 
category of algorithms does not need any special blocks but 
gives poor results in the presence of a multipath propaga- 
tion (which is the case of OFDM applications in mobile radio 
channels). 

In this paper we introduce a new carrier frequency error 
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detector able to  overcome these drawbacks. Such a FD is 
based on the analysis of the sampled received signal before 
the FFT block (position A in Fig. 1) and makes use of the 
redundancy introduced by the insertion of the guard interval 
in the OFDM technique. 

The paper is organized as follows: after a description of 
the considered transmission system in Section 11, we present 
the model of the multipath channel used in our simulations 
in Section 111. The new frequency detector is introduced in 
Section IV and its open loop and closed loop performance 
are given in Section V and Section VI respectively. Finally, 
Section VI1 is for our conclusions. 

11. SYSTEM DESCRIPTION 

The considered transmission system is based on an orthog- 
onal frequency division multiplexing technique [l-31. The 
principle of this multiplexing technique consists in having a 
large number Nu of modulated carriers (each carrying a low 
bit rate) which are summed for transmission (frequency mul- 
tiplexing). For maximum spectral efficiency, an overlapping 
in the spectra of the emitted carriers is tolerated: in thiss 
case an orthogonality condition on the subcarrier frequen- 
cies guarantees the absence of cross-talk between modulated 
subcarriers at the sampling time. The OFDM makes use 
of an N-point F F T  algorithm for multiplexing ( N  > N u ) .  
N - Nu subcarriers are not used to ensure sufficiently wide 
filter guard bands. Moreover, because of the multipath envi- 
ronment, a guard interval (Tg)  is inserted at the beginning of 
each transmitted block [3]. The length of T, should be greater 
than the multipath spread (T,) [lo] in order to prevent inter- 
symbol interference within the OFDM block. Typical values 
of T, are T, = 0.7 ps for rural terrain, T, = 7 p s  for urban 
terrain and T, = 100 ps for mountain terrain [ll]. 

Fig. 1 shows the block diagram of an OFDM transmission 
system. Let us consider a system with Nu useful carriers 
frequency-spaced by ZIT. Every T' = T+T, seconds a block 
3f Nu data is generated from the data source. After the 
addition of N - Nu null data corresponding to the virtual 
carriers at the edges of the spectrum, the obtained N samples 
are processed by an Inverse Fast Fourier Transform (IFFT) 
of size N and a guard interval (cyclic prefix) made up with 
the last N,  samples is added at the beginning of each block. 
The N + Ng samples generated during the Ith block (IT' 5 
t 5 ( I  + 1)T') are therefore equal to 

N - 1  

s(n)  = & x d k ( l j e j 2 ' %  for - N~ 5 71 5 N - 1, (1) 
k=O 

where the data d k ( I )  are independent and identically dis- 
tributed (iid) MxM-QAM constellation symbols of variance 
C T ~ .  After a Parallel-to-Serial (P/S) and a Digital-to-Analog 
(D/A) conversion we obtain the baseband transmitted signal 
s ( i )  which is up-converted at  the carrier frequency f ~ .  

The received signal is filtered by a band-pass filter of band- 
width $, which selects the desired signal. After the A/D 
converter (at a sampling frequency f s  = $1 the first Ng 
samples of each incoming block are removed. The vector of 

the N useful samples then enters a Fast Fourier Transform 
(FFT) processor whose output provides the received data. 
In the sequel we will consider an OFDM system with the 
following parameters: N = 2048, Nu = 1705, f s  = 9 MHz, 
Tg 10 .125T  and T' = 256 ps. 

In the presence of a frequency offset A f = f o  - fo between 
the transmitter oscillator and the receiver one, the baseband 
received signal can be written as ~ ( t )  = s ( t )e janAf t  . Pig. 
1 shows also the Phase-Locked Loop (PLL) for the correc- 
tion of Af.  The frequency detector produces an error signal 
€ ( I )  whose average value is proportional to the frequency er- 
ror between the carrier frequency of the incoming signal and 
the frequency generated by the Voltage Controlled Oscillator 
(VCO). The signal u( t )  at the output of the low-pass loop fil- 
ter is linearly related, through a gain factor K O ,  to the VCO 
frequency. When the loop is locked, this frequency is equal 
on average to f~ and the received signal is correctly demodu- 
lated. In an OFDM transmission system the carrier synchro- 
nization is a very important function since the presence of a 
frequency error A f causes a degradation of the performance. 
Fig. 2 shows the plot of the Signal-to-Noise Ratio (SNR) 
degradation at a Symbol Error Rate (SER) of l o p 4  due to a 
frequency offset A f T .  The use of efficient algorithms for the 

Fig. 2: Degradation due to  a frequency offset (SER=10-4). 

carrier recovery is therefore a crucial point in the design of 
an OFDM receiver. 

111. MULTIPATH CHANNEL MODEL 

In the case of a multipath channel, the baseband received 
signal can be written as [lo] 

n = l  

where s ( t )  is the baseband transmitted signal, Np is the num- 
ber of paths, pn( t )  and rn(t) are respectively the complex at- 
tenuation and the delay associated with the nth path. Gen- 
erally the attenuation and the delay of each ray are time- 
variant. Let be B d  the doppler spread of the channel [lo]. 
In the case of' a mobile receiver the doppler spread (i.e. the 
maximum doppler frequency) is equal to  Bd = where li 

(resp. c) is the mobile (resp. light) speed and fo is the carrier 
frequency. By assuming a carrier frequency of 500 MHz and 
a maximum mobile speed of 200 km/h we have Bd Y 92 €12, 
which gives a channel coherence time [lo] T, = 1/Bd N 10 
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ms. This time is large compared to  the useful block period 
(T 2 228 ps). In the next section we will see that the pro- 
posed frequency detector algorithm makes use of couple of 
samples time-spaced by the useful block duration. Therefore 
the channel can be considered stationary with respect to the 
algorithm and in the sequel we will neglect the time-variance 
of the channel. When the number Np of paths is sufficiently 
large, the received signal ~ ( t )  is a zero-mean complex Gaus- 
sian random process. Thus the modulus of r ( t )  follows a 
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Rayleigh distribution and its phase is uniformly distributed 
between 0 and 27r. In our simulations we have used a mul- 
tipath channel derived from a typical channel profile of a 
urban, non hilly terrain [I11 with N p  = 20 rays. For each ray, 
a random delay distributed according to a negative exponen- 
tial law, a random phase uniformly distributed between 0 
and 27r and a Rayleigh-distributed random attenuation have 
been drawn. Table 1 gives the amplitude, phase and delay of 
each ray. The corresponding time-discrete channel model has 
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Fig. 4: Mult,ipath channel model: frequency response. 
T l  

/ 

kT' ( l ~ +  1)~' time 

Fig. 5: Temporal order of the transmitted samples within an 
0 F D M b 1 o ck . 

other N samples (0 5 n 5 N - 1) represent the useful block. 
The new FD algorithm uses the redundancy introduced by 
the guard interval. Let us consider the case of an additive 
white Gaussian noise (AWGN) channel. When the frequency 
error Af is null, we have rN-i = r-, ( i  = 1 , 2 ,  ..., N g )  and 
therefore the product rN-,rT2 i s  a real number. However, in 
the presence of a frequency error the two samples r ~ - %  and 
r-, are affected by a different rotation and the imaginary 
part of their product contains some information about the 
frequency offset. The basic idea of the new algorithm is to  

Table 1: Multipath channel model: drawing of 20 paths cor- 
responding t o  the COST-207 urban, non hilly profile [ll]. 

use this information. The error signal t(l) corresponding to  
the I th  is given by 

been drawn in Fig. 3.  Coefficients ci have been evaluated by 

Fig. 3 :  Time-discrete model of the channel. 

imposing Lhe same channel frequency response (within the 
signal handwidth) hetwccn the analog and the time-discrete 
channel. Fig. 4 shows the modulus of the frequency response 
of the considered channel. 

IV. GUARD-INTERVAL-BASED FD 

In this section we propose a new algorithm for the carrier 
recovery in an OFDM receiver. Fig. 5 shows the samples 
r, ( -Ng 5 n 5 N - 1) of the received baseband signal r ( t )  
belonging to the I th  block. The first No samples of the block 
( -Ng 5 n 5 -1) belong to the guard interval, while the 

L 

€ ( I )  = ~ ~ T m [ r . v - i r ' , ]  with 1 5 L 5 N,, ( 3 )  
2 = 1  

where Im i s  the function taking the imaginary part of a com- 
plex number and L the number of guard interval samples 
taken into account. In the sequel we will refer to  this algo- 
rithm as the Guard-Interval-Based (GIB) algorithm. 

V. OPEN LOOP ANALYSIS 

In this section we analyse the performance of the algorithm 
in the presence of a rnultipath channel. Let us assume that 
the channel impulse response has a duration of N c Y i .  I t  can 
be shown [3]  that  if N ,  < iLrg then the oiily channel effect 
is to multiply the received data  on the leth subcarrier by the 
channel frequency response evaluated at the frequency $. 
Therefore the received signal in the lth block is equal t o  

A'-1 

if - (Ng  - N,) 5 n 5 N - 1, where HI,  i s  the value of the 
channel frequency response at  the frequency fI, = 4 and 
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n(t) the noise at  the output of the band-pass filter. Assuming 
that the channel introduces complex AWGN with a two-sided 
spectral density 2N0 and that the filter has a rectangular 
bandwidth of $$ = &, the autocorrelation function of n(t) is 
equal to 

N sin(.r/T,) Rn(r)  = E[n(t + r)n*(t)] = 2No- 
T ./Ts 

From expression (5) we obtain 

R,(iT,) 1 { ~ N ~ ~ = u ~  i f i = O  
elsewhere, 

(5) 

where CT; is the noise variance. Let us assume that the last L 
samples of the guard interval are not affected by the channel 
echoes, i.e. N, < N, - L.  This assumption is not restrictive 
for small values of L since normally the guard interval is 
chosen longer than the expected channel impulse response 
duration. Substituting expression (4) into equation (3) leads 
to the expression of the error signal in the case of a multipath 
channel: 

1 
1 

L N - l N - 1  

< ( I ) =  h ~ I m  [ c d k ( ( ) d l ,  ( i ) H k H ; ,  e - 3 2 a + l e 3 2 a f i f T  

i=l  k = O  k'=O 
L N-1 

+ * ~ 1 m {  n[lT'+(N-i)T,] d ; , ( l ) H ; , e j 2 " ~ ' e - j z ~ A J T ' '  e N  j a f i f T %  

t ~ ~ I m { n [ l T ' + [ N - i ) " , l n *  [IT'-iT,I}. 

i=l k'=O 

(7) 

N-I 
n * [ i ~ j - i ~ s )  db[l)~ke-32a$re32*AfT'1 , J ~ W T ( N - * )  

k=O 
L 

i= l  

A. Characteristic Curve 
Now let us evaluate the characteristic curve of the FD al- 

gorithm. Since the data on the different carriers are indepen- 
dent and identically distributed and using expression (6) the 
average of expression (7) becomes 

E[t(l)] = g(Af) = $! sin(2wAfT) 

where K: is the set of index IC corresponding to the useful 
carriers, i.e. k E K: if L N - 2 N w J  5 k 5 LN-2N"]  + Nu - 1. 
From this expression we can see that the only channel effect 
is to modify the amplitude of the characteristic curve. It is 
important to notice that,  even if the channel introduces severe 
fading, it does not change the position of the zeros of g(Af),  
i.e. it does not introduce any bias in the frequency estimation. 
Fig. 6 shows the characteristic curve of the GIB FD for an 
OFDM system with N=2048, Nu = 1705 and Tg = 0.1257'. 
We can see that the algorithm has an acquisition range of 
-0.5 .( A f T  5 0.5. 

By taking the derivative of expression (8) with respect to 
Af and evaluating i t  for Af = 0 ,  we obtain the gain of the 
proposed algorithm, which is equal to 

(8) 
U= I Hk 1 2 ,  

S E X  

_ .  
k E K  

(9) 

Fig. 6: Characteristic curve of the GIB FD for an OFDM 
system with N=2048, Nu 1 1705 and Tg = 0.125 T .  

3. Power Spectral Density 

and a random zero-meaned noise term: 
Let us split the error signal in the sum of its mean value 

€ ( I )  = E[€(i)l + v( l ) .  (no) 
From expression (7), we can see that the noise v( l )  is made 
up of three terms: 
1. a term due to the signal-to-signal interaction (this term is 
also known as pattern or self noise) 

L N-l  

v s s ( i ~ ~ ~ ~ I m  [ c d r ( l ) d ; , ( l ) X * N ; , c - j a ' ~ ' e j a " A ' T  ] . ill) 
i=l k=O k ' f k  

2. a term due to the signal-to-noise interaction 

L N-l  

vSNII)$ * E l m  {n[ lT '+(N- i )TsEdt ,  ( l ) H i ,  e3 % ( k ' t A f T ) e - 3 z a A J T ' r  

i=l k '=O 
N-1 

k = O  

3. a term due to the noise-to-noise interaction 

i=l  

Since USS, I / S N  and U" are uncorrelated stationary random 
processes, the power spectral density of u( l )  is given by 

S,(f) = SSS(f) + SSN(f)  + SNN(f), (14) 

where S~s(f), S s ~ ( f )  and S I ~ N ( ~ )  are the power spectral 
densities of vss( l ) ,  ~ s ~ ( l )  and U"(/) respectively. 

We are interested in evaluating the statistical properties of 
v( l )  when the frequency recovery PLL is in its steady state, 
i.e. when Af = 0. To evaluate Sss(f) let us consider ex- 
pression (4) with Af 1 0 and without the noise. It can be 
observed that r N - i  = r-i. The product T N - ~ T ~ ~  is therefore 
a real number and its imaginary part is identically null. In- 
deed we have uss(l)  = 0 V l ,  i.e. Sss(f) = 0 V'f. This means 
that the algorithm has no self-noise when Af = 0. 

The expressions of S s r ~ ( f )  and S"(f) have been calcu- 
lated, but the derivations will be not reported here for brevity. 
The results are: 

1 1 N  1 
T2  L Nu 4a2y 

S S N ( f )  = -----I<; 415) 
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and 

where y is the average SNR at the FFT output given by 

It is important to notice that the power spectral density is 
constant with respect to the frequency. Fig. 7 shows the 
plots of the normalized power spectral densities of U S N  and 
V N N  as function of y. 

10-1, I 

Fig. 7: Normalized power spectral densities of V S N  and U" 

for N = 2048 and Nu = 1705. 

VI. CLOSED LOOP ANALYSIS 

The frequency recovery loop equivalent digital model valid 
for the frequency variations [la] is depicted in Fig. 8, where 
f(1) represents the input frequency, f x ( 2 )  the VCO output fre- 
quency] A'Q the equivalent model VCO gain factor and G ( z )  
the digital loop filter transfer function given by 

where l i l  is the filter gain 

I 

Fig. 8: Frequency recovery loop digital equivalent model 
valid for frequency variations. 

Since we are interested in studying the steady-state fre- 
quency jitter, the loop can be considered near its equilibrium 
point and we can make the following assumption: 

g(Af) = KdAf. (19) 

Fig. 9 shows the block diagram of the linearized loop whose 
closed loop transfer function is equal t o  

u(4  

Fig. 9: Frequency recovery loop linearized equivalent model 
valid for frequency variations. 

It can be shown [In] that the steady-state frequency jitter 
o i f  at  the output of the VCO is equal t o  

G ( z )  

Since S, ( f )  is constant] expression (21) becomes 

l i d  

where BL is the PLL noise bandwidth defined as [12] 

J o  

A. Steady-State Frequency Jitter 

ship between s,o and the average SNR y: 
By using expressions (15) and (16) we obtain the relation- 

K,z 

Substituting expression (24) into equation (22) we obtain the 
normalized frequency jitter, which is equal to 

It  has to be noticed that the frequency jitter is a decreas- 
ing function of L.  However, the value of L cannot be chosen 
too large since in that case the guard-interval points could 
be affected by the channel impulse response. The frequency 
jitter could also be decreased by decreasing the PLL band- 
width, but in this case a higher acquisition time is obtained. 
Fig. 10 shows the comparison between the normalized power 
spectral density of the GIB algorithm and the power spec- 
tral density of two other frequency estimation algorithms: 
the AFC algorithm [8] and the Maximum-Likelihood (ML) 
estimator [9]. The  considered constellation is a QPSK with 
% = 8 dB where E, is the energy per transmitted symbol. 
The GIB algorithm power spectral density does not depend 
on the number of carriers and we can see that this algorithm 
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VII. CONCLUSIONS 

GIB L = 2 

GIB L = 3 4 GIB, L = 4 

11 10 0.O0l7 

l o g 2 N  

Fig. 10: Comparison between the normalized power spectral 
densities of the GIB algorithm, the ML algorithm and the 
AFC algorithm in the case of QPSK with 2 = 8 dB. 

outperforms the AFC one if L is a t  least equal to 2. Con- 
cerning the ML algorithm, y decreases linearly with the 
number of carriers because the error signal is obtained by 
averaging over all the useful carriers reducing therefore the 
noise effect. However, the ML algorithm is worse than the 
GIB one for the commonly used F F T  sizes. 

B. Acquisition Time 
We have also carried out some computer simulations to 

evaluate the acquisition time of the proposed algorithm in 
the presence of the multipath channel described in Section 
111. We have assumed an initial frequency offset Af = y, 
which corresponds to  the upper limit of the acquisition range 
and we have considered a QPSK with % = 8 dB. The value 
of y to be used is therefore y = 7.488 dB since the use of 
the guard interval leads to a SNR loss of about 0.5 dB (10 
loglo(1 + T’/T)). The values of the PLL bandwidth have 
been chosen to  have a constant steady-state frequency jitter 
for different values of L.  In particular we have taken U& = 

which gives rise to a negligible degradation (see Fig. 2). 
Fig. 11 shows the acquisition time for the QPSK. It can be 

-0.11 8 , : , *  0 300 350 400 450 5 0 
Number of OFDM blocks (7”) 

Fig. 11: Acquisition time for an OFDM system with N = 
2048, Nu = 1705 and Tg = 0.125T (QPSK transmission in 
multipath channel). 

observed that the acquisition time is a decreasing function of 
L.  In fact, when L increases, we can choose a higher value of 
the bandwidth (which results in faster acquisition) to obtain 
the wanted value of frequency jitter. 

In this paper we have introduced a new frequency detector 
for orthogonal multicarrier systems. Such a frequency detec- 
tor is particularly simple to implement and does not require 
any special synchronization blocks embedded in the data tem- 
poral frame. We have compared its performance with other 
known algorithms and we have found that it achieves a con- 
siderable improvement in the noise level. After a detailed 
analysis in the presence of a multipath channel, we have 
shown that the proposed algorithm is a valid candidate for 
carrier frequency recovery in applications employing OFDM 
transmission techniques. 
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