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AN已W INEQU.AJLITY OF OSTROWSKI'S TYP四 IN L1 NORM AND

APPLICATIONS TO SOME SPJECIAJL MEANS AND TO SOM囝

NUMlERICAJL QUADRATURE RULES

SEVERS. DRAGOMIR AND SONG WANG

Abstract. In this paper we prove a new Ostrowski's inequality in Li-norm and apply it to the
estimation of error bounds for some special means and for some numerical quadrature rules

1. ][ntroduction

The following theorem contains the integral inequality which is known in the literature

as Ostrowski's inequality [2, p.469).

Theorem 訌 Let f : IC 股- 艮be a differentiable mapping in I, the interior
of I, and let a, b E J with a < b. If llf'llco := suptE[a,b] lf'(t)I ::; M, then we have the

inequality:

[i(x) - b~atf(t)dtl S [~+ (~b--tr] (b- a)M Vx E [a, b] (1.1)

For some applications of this theorem to the estimation of error bounds for the special

means and for the numerical quadrature rules we refer to a recent paper [1]. In the rest

of this paper we shall derive a new inequality of Ostrowski's type in the L1 -norm of J'
and shall consider the applications of this new inequality in the theory of special means

and in numerical integrations.

2.'I'he Results

Before further discussion we let L1 [a, b] denote the usual linear space of all absolutely

integrable functions on [a, b] with the conventional L1-norm 11·111- Then, the following

theorem establishes an inequality of Ostrowski type in the L1-norrn.
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Theorem 2.1. Let f: I~ 艮臼 艮 be a differentiable mapping in j and a, b E j with

a< b. If J'E Li[a, b], then we have the following inequality;

IJ(x) -三户 (t)dtj~[1 + Ix b~『I] 11r111

for all x E [a, b].

Proof. Integrating by parts, we have

(2.1)

「(t - a)J'(t)dt = (x - a)f(x) -「J(t)dt
a a

and J,'(t - b)f'(t)dt = (b- x)f(x) -t f(t)dt.
Adding these two equalities we get

J." (t - a)f'(t)dt +[(t - b)f'(t)dt = (b - a)f位）- { f(t)dt

From this we obtain

f(x) -~lb f(t)dt=三 lb p(x, t)f'(t)dt (2.2)

where

p(x, t) := { ! 二；
for all x E [a, b] and t E [a, b].

Now, using (2.2) we get

if t E [a,x]

iftE(x,b]

11cx) -~[1ct)dtl s 辶 I [ ct - a)J'(t)dtl + b 辶 I [ ct - b)f'(t)dtl

<~1x (t - a)lf'(t)jdt+占 lb (b - t)lf'(t)dt
＜二 「lf'(t)ldt十仁 竺「 If'(t) ldt

b-a a b-a
X

＜ 溫罰1{x - a, b- x}凸[1x IJ'(t)ldt + lb IJ'(t)ldt]
1 Ix 一尹

- 211/'lli + b -~111!'111,

proving the theorem.
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Corollary 2.2. With the assumption in Theorem 2.1, we have the following inequal

ities

『尸）- b~alb J (t)dt's; 1 lb It (t)ldt (2.3)

and

I t(a) ; t(b) _三{ f(t)dtl 寸 :•It'(t) ldt (2.4)

Remark 2.3. If we assume that f is convex on and [a, b] E i, then by (2.3), (2.4)

and the classical Hermite-Hadamard's inequalities

1(丁 ）三~lb f(t)dt::; f (a);f (b)

we have the following inequalities:

b b
1

o::; —J J(t)dt - 1 -
a+b 1

b-a a (2) ::; 2l lf(t)ldt

and

0::; f(a) + f(b) _」一「 「
2 b-a

J (t)dt ::; If'(t) ldt.
a a

3. Applications to the Special Means

We first discuss the application of (2.1) to lower and upper bounds estimations of

some important relationships between the following means:

(a) The arithmetic mean: A= A(a, b) := (a+ b)/2, a, b 2: 0,
(b) The geometric mean: G = G(a, b) :=洫，a, b 2: 0,
（）c The harmomc mean:

2
H = H(a, b) := 1 1 , a, b > 0,

-+a b

(d) The logarithmic mean:

L = L(a, b) := {

(e) The·1dcntnc mean:

b-a
In b-ln a

a

if a I b

if a= b'
a,b > 0,

I = I(a, b) = { !信 ）上 if a# b

if a= b
a,b > 0,

＼
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(f) The 1rlogarithmic mean

LP= 犀a, b) := { 尸 冨 二］ ； if a I= b
, p E lR\{-1,0};

if a= b
a,b > 0.

The following simple relationships are well known in the literature:

H < G < L <I< A.

It is also known that Lp is monotonically increasing in p E 艮 with L0 = I and L_1 = L.

Case 1. f(x) =伊(p E 良\{-1,0}).
Replacing f in (2.1) by this function we get

lxP-L引 s 与g 丨PIL;二 i + Ix - AIIPIL戶

for all x E [a, b] and pf:: 1. If we choose x = A, then we get

I耳 -A1:::;Y1plL戶

Moreover, for p E (-oo,O) U (1,oo)\{-1}, we have

0:::; L~- AP :::; Y1p1L:二｝

and for p E (0, 1) we have

0 <AP-LP<
b-a p-I

一 P 一了 pLp-1·

Let x = I in (3.1). We get

jJP-L引 s 与 色IPIL~=! + II - Al IPIL 启

for all p E 民\{-1,0}.

Case 2; f(xJ-F 1/x.

Substituting this function into (2.1), we get the following inequality:

(3.1)

，
xL(b - a)

Jx - LJ ::S L二~+Ix -AIL才
2

(3.2)

for all x E [a, b]. Replacing x in this inequality by A and I, we get respectively the
following inequalities:

VI

V

0

0

b- a
A 一旦 AL—— L詡 ，

2
b-a

I - L :'.SIL—L二~+ JI-AJL詞 ．
2



A NEW INEQUALITY OF OSTROWSKI'S TYPE IN L1 NORM AND APPLICATIONS 243

Case 3. f位 ）= -lnx.

Now, replacing f in (2.1) by this function we obtain

b 一 a
j lnJ - lnxl:::; —L-1 + Ix - AIL-1

2
(3.3)

for all x E [a, b]. Choosing x = A and x = L in this inequality we get respectively the
following inequalities:

1 < jsexp尸L-'] =亡
l < L :S exp [ (~竺+ A- L)L-1]

We comment that we can also choose x = L, x = G or x = H in the above three

inequalities (3.1), (3.2) and (3.3). The resulting inequalities in L and G will be similar

to those obtained above. However, for brevity, we omit these discussion and leave them
to the reader.

4. Application to the Numerical Quadrature Rules

We now consider the application of (2.1) to some numerical quadrature rules. In

the rest of the paper we will use standard notation for function spaces and norms. The

following theorem establishes the error bound for the quadrature rules of Riemann type.

Theorem 4.1. For any a, b E 艮 with a < b, let f : (a, b) 1-> 艮 be a differentiable

mapping. If f'E Li[a, b], then for any par出ion h: a=xo < X1 < ... <
I

x正-1 < Xn = b of
and any intermediate point vector~= (~o, 6, ... , ~n-l) satisfying~i E [Xi, Xi+I] (i =

O,I, ... ,n-l), we have

I/
b

J(x)dx -A 凪 f,I和~) I :::; 11t11 { hi1 max
Xi+ Xi+l

a 0$戶-1 歹+ l~i - 2 I}:::; hllf'lli (4.1)

where hi = xi+1 一 Xi, h = max hi and 耘 denotes th d
0多5正 1

e qua rature rules of Riemann

type defined by

n一 1

耘 (J,J如（）：＝ 严 f ((i)hi.

i=O

(4.2)

Proof. From Theorem 2.1 we get

lt({i)h; -t+• f(x)dxl 0: ~h;f 十'lf'(t)ldt + I<• - x, \x'H I/"'+• IJ'(x)ldx
Xi

hi Xi + Xi+l Xi+l

＜ 。農 箜一1 {2 十拉 - 2 j} l; IJ'(x)ldx
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for all i = O, 1, 2, ... , n - l. Summing the above inequality we have the left inequality in

(4.1). Now, observe that

244

i=0,1,2, ... ,n-l.l~i - 叭 十 Xi+l hi
2 I :s; 子

< max hi= h
一 o:s;圣;n-1

F':t·om this we have

、l
i

I
1
i

1十it

2

x十tm
.'̀C

····
··十

hi_
2｛1翌農VI。

This completes the proof.

Corollary 4.2. Let the assumptions in Theorem 4.1 be fulfilled. 扈 =(xi+XH1)/2

then we have

(4.3)If
b

f(x)dx - 耘(!,I加~)I~* llf'll1h

a
2

＊
where An(!, I加~ ) is the mid-point quadrature rule defined in (4.2).

Remark 4.3 It is well known that the classical error estimate (based on the Taylor's

expansion) for the mid-point quadrature rule contains ll/111100, though it is second order

accuaratc in hi. In the case that f'does not exist or very large at some points in [a, b],

the classical estimate can not be applied, and so (4.3) provides an alternative first order

error estimate for the mid-point quadrature rule.

Remark 4.4. In [1] we obtain a first order estimate similar to (4.3) for the mid

point quadrature rule which contains 11/'lloo- The estimate (4.3) can be regarded as an

improvement of that in [1] because it contains only 11 /'I Ii- In the case that I I/'II oo docs
not exist, (4.3) gives a realistic error bound in the L1-norm for the mid-point quadrature

rule.
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