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In real life, images are inevitably interfered by various noises during acquisition and transmission, resulting in a significant
reduction in image quality. *e process of solving this kind of problem is called image denoising. Image denoising is a basic
problem in the field of computer vision and image processing, which is essential for subsequent image processing and appli-
cations. It can ensure that people can obtain more effective information of images more accurately. *is paper mainly studies a
new method of crop image denoising with improved SVD in wavelet domain.*e algorithm used in this study firstly carried out a
3-layer wavelet transform on the crop noise image, leaving the low-frequency subimage unchanged; then, for the high-frequency
subimages distributed in the horizontal, vertical, and diagonal directions, the improved adaptive SVD algorithm was used to filter
the noise; finally perform wavelet coefficient reconstruction. To effectively test the performance of the algorithm, field crop images
were taken as test images, and the denoising performance of the algorithm, SVD algorithm, and the improved SVD algorithm used
in this study were compared, and the peak signal-to--to-noise ratio (PSNR) was introduced. Quantitative evaluation of the
denoising results of several types of algorithms.*e experimental data in this paper show that when the noise standard deviation is
greater than 20, the enhanced experimental results clearly achieve higher PSNR and SSIM values than WNNM.*e average peak
signal-to-noise ratio (PSNR) is about 0.1 dB higher, and the average SSIM is larger about 0.01. *e results show that the algorithm
used in this study is superior to the other two algorithms, which provides a more effective method for crop noise image processing.

1. Introduction

1.1. Background Significance and Innovation. In the recent
years, with the continuous development and application of
various computer networks and multimedia technologies,
the role of information has become increasingly important.
Among them, about 80% of the information is the visual
information that people obtain from the outside world, and
the image is the most intuitive and vivid visual information.
*is makes the image as a medium, and it has become an
indispensable and important tool in human life. It can help
mankind to better understand the world and at the same
time provides a key basis for mankind to make correct
decisions. However, in reality, any image will be interfered

by various factors such as the external environment, dust,
and sensitivity of sensitive components during the acqui-
sition and transmission process, which causes a lot of noise
in the original image, which seriously reduces the image
visual effect has an adverse effect on further analysis and
processing (such as pattern recognition, 3D reconstruction,
feature extraction, and texture analysis). *erefore, using
appropriate methods to remove or reduce these noises is an
essential preprocessing step, and it is one of the most basic
and important tasks in the field of agricultural informati-
zation and automation research. *e key problem in image
processing is to identify the information required for in-
terference and recovery. *ere are many types of interfer-
ence. According to the image characteristics and
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interference distribution, researchers have proposed various
forms of denoising methods. Image denoising is an objective
process. *e goal is to filter out noise and increase the peak
signal-to-noise ratio (PSNR) on the basis of not losing the
original information as much as possible. *e final purpose
of denoising is to solve the problem of image quality deg-
radation caused by noise interference. It is an important
preprocessing method that lays a good foundation for the
subsequent digital image processing. *e noise in the image
is often interwoven with the signal.

*erefore, how to remove the noise in the point image
and keep the image content as much as possible is the main
problem of the image denoising process.*e ultimate goal of
image denoising is to effectively remove the noise while
retaining important image features and details as much as
possible without generating false texture information. To
achieve this goal, researchers have proposed various effective
denoising methods. However, because noise, edges, and
textures are high-frequency information, it is difficult to
distinguish them during the denoising process. With the in-
depth development of computer network technology and
computer graphics and image processing technology, it is
increasingly applied in the field of agriculture, greatly im-
proving the degree of agricultural informatization and in-
telligence, monitoring crop growth in real time, and
accurately formulating crop fertilization scheme. With the
rapid popularization of Internet in China, the attack on
China’s information system also presents a rapid growth
trend. *e essence of computer network security is to
prevent network attacks and ensure system security. *e
antiattack method is the analysis of the attack flow from the
source, and then the defense is carried out according to the
attack method and type; then the study of computer network
security protection is the study of the attack flow. *e
improved SVD wavelet domain crop image denoising used
in this paper also relies on the computer network. *erefore,
more attention should be paid to network security
communications.

For agricultural disease image recognition, the obtained
image is usually not clear, which may lead to poor recog-
nition effect in the actual production environment. Image
quality has an important influence on the recognition ac-
curacy of the pretrained image classifier. To solve this
problem, we propose a generative confrontation network
with dual attention and topology fusion mechanism, called
DATFGAN. *e network can effectively convert unclear
images into clear, high-resolution images. In addition, the
weight sharing scheme in our proposed network can sig-
nificantly reduce the number of parameters. Experimental
results show that DATFGAN has better visual effects than
the most advanced methods. In addition, the processed
image is evaluated according to the recognition task. *e
results show that the proposed method is significantly better
than other methods and has sufficient robustness for
practical use [1].

*e innovation of this paper: (1) *is paper studies a
denoising algorithm of crop image based on hybrid wavelet
transform and applies it to crop images. According to the
theory of heterosis, the two images processed by wavelet

adaptive threshold denoising and Wiener filtering are coded
to form a population with a certain number of individuals,
which are called paternal and maternal. *e operation of
hybridization and mutation, with the hope that the final
population after hybridization is decoded and reduced to an
image, can show better characteristics than its parents. (2)
*is paper studies the difference of using wavelet adaptive
threshold denoising under different wavelet bases and the
main reasons for these differences. According to the results
of the study, an optimal wavelet base is selected for the father
of the hybrid wavelet denoising algorithm.

1.2. A Literature Review. According to the theory of deep
learning, Y. Lü believes that the image denoising process can
be regarded as a neural network fitting process. By con-
structing a simple and effective compound convolutional
neural network, an image denoising algorithm based on the
compound convolutional neural network is proposed. *e
first stage consists of two convolutional neural networks
with two layers. In the second stage, some initial convolution
kernels on a three-layer convolutional neural network are
trained by these two networks, respectively. *e training
time of the second stage is reduced, and the robustness of the
network is enhanced. Finally, the convolutional neural
network learned in the second stage is used to denoise new
images with noise. Experimental results show that the al-
gorithm is comparable to existing image denoising algo-
rithms in terms of peak signal-to-noise ratio (PNSR),
structural similarity, and root mean square error (RMSE).
Especially when the noise becomes larger, the algorithm
performs better with less training time [2]. Li Jian deter-
mines the Gaussian standard deviation by calculating the
ratio of the variance of the center point neighborhood in the
image pixel matrix area to the two-dimensional Gaussian
filter function and dynamically generates the Gaussian
convolution kernel, thereby forming an improved adaptive
Gaussian filtering algorithm, denoising and smoothing the
diseased image, and then simulating different noise inten-
sities and comparing the denoising effects of the algorithms.
[3]. Li Jianglong believes that with the rapid development of
computer visualization technology and Internet technology,
traditional agricultural management methods are gradually
being replaced by new agricultural informationmanagement
methods. At present, smart agriculture based on digital
image processing technology has become a new type of
agricultural informatization in the key research area, a
semireference quality evaluation method based on visual
saliency is proposed, and the directional histogram features
are extracted in the gradient domain to describe the changes
in image quality [4].

Experts also have a lot of research on crop image
deirritation, Vargas believes that traditional crop lodging
assessment methods require accurate ground observa-
tions and are often laborious. *erefore, remote sensing
data from small unmanned aerial systems (UAS) and low-
orbit satellites (LOS) can be used to improve accommo-
dation evaluation methods and accuracy. Extract the crop
surface model (CSM) and six image color features from
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small UAS-based data. *en these features are divided
into non-embedded (NL), partially embedded (PL), and
embedded (L) groups. *e average and majority feature
classes of the region of interest are obtained [5]. Dai
believes that for agricultural disease image recognition,
the obtained image is usually not clear, which will lead to
poor recognition in the actual production environment.
Image quality has a significant impact on the recognition
accuracy of the pretrained image classifier. *e weight
sharing scheme in the proposed network can significantly
reduce the number of parameters. Experimental results
show that DATFGAN produces more pleasing results
compared to the state-of-the-art methods. In addition, the
processed images are evaluated according to the recog-
nition task. *e results show that the proposed method is
significantly better than other methods and is robust
enough for practical use [6]. *ese studies provide a lot of
reference for the crop image demanipulation in this ar-
ticle, but because the sample size of these studies is too
small, they are only of reference value.

2. Proposed Method

2.1. ImageDenoisingMethod. *e image will be interfered by
various factors and generate noise during the actual ac-
quisition and transmission process. *ere are various
methods of noise classification. According to the fusion
method between noise and image information, the noise
model can be divided into two types: additive noise model
and multiplicative noise model [5–7].

*e additive noise model is to superimpose a random
noise signal on the ideal noise-free image, and the intensity
of the noise signal and the image signal are not related. *e
mathematical model can be expressed as follows:

g(x, y) � f(x, y) + η(x, y), (1)

where g(x, y) is a noise-contaminated image signal, f(x, y)
is an original noise-free image signal, and η(x, y) is a noise
signal.

*e multiplicative noise model is closely related to the
image signal, and its noise term is often modulated by the
image signal. *e mathematical model of this type of noise
can be expressed as follows:

g(x, y) � f(x, y) + f(x, y)η(x, y), (2)

where g(x, y) is a noise-contaminated image signal, f(x, y)
is an original noise-free image signal, and η(x, y) is a noise
signal.

It can be seen that the noise signal is changed by the
change of the original image signal. Usually, the signal
changes very little, and the second term can be approxi-
mately unchanged. At this time, the multiplicative noise
degenerates into additive noise. Generally, the noise that
affects the image quality is mostly additive noise, and the
multiplicative noise can also be converted into additive noise
in some ways. *erefore, most of the noise models under
study are additive noise, and it can be approximated as
Gaussian noise.

2.2. Image Denoising Algorithm. Singular value decompo-
sition (SVD) is a new type of nonlinear filtering algorithm.
From the perspective of the image matrix, the image is
singularly decomposed and the matrix vector corre-
sponding to the larger singular value is selected for re-
construction. Noise filtering: *is research draws on the
current theme research ideas in this field and combines it
with wavelet transform on the basis of appropriate im-
provements to SVD to achieve effective processing of crop
noise images. *eoretical analysis and experimental re-
sults show that the performance of the algorithm used in
this study is superior to SVD and the improved SVD
algorithm [8].

After the noisy image Y ∈ Rn×m is transformed by SVD,
themain feature information of the image is concentrated on
the singular value. A natural method to obtain the estimated
data from the noisy data is to truncate the singular value of
the observation matrix Y, which is hard threshold pro-
cessing, or the singular values of the observationmatrixY are
soft thresholded.

Let g: Rn∗m⟶ Rn∗m be the matrix recovery function,

Y � U∑VT � ∑min(n,m)

i�1
λiuivTi , (3)

where ui ∈ Rn, vi ∈ Rm, i � 1, ..., min(n,m) is the left-right
singular vector corresponding to the singular value in Y,∑ � diag(λ1,λ2, ..., λk), and k � min(n,m).

*en the hard threshold processing method for singular
values is

gHτ (Y) � ∑min(n,m)

i�1
λi1 λi ≥ τ( )uivTi . (4)

Among them is the 1(•) indicator function, τ> 0 is the
threshold parameter that constrains the singular value, and
the indicator function takes the following values:

1(•) �
1, λi ≥ τ,
0, otherwise.

{ (5)

Among them, (x+) � max(x, 0). After processing the
singular value through the hard (soft) threshold, the esti-
mated λ̂i and ∑ diag(λ̂1, λ̂2, ...λ̂k) are obtained, and then the
inverse SVD transformation is performed:

Ŷ � U∑VT � ∑min(n,m)

i�1
λ̂uiv

T
i . (6)

You can get an estimate of the entire image.
In the above two singular value threshold (SVT) esti-

mation operations, the threshold τ is approximately 0, and
clearly a lot of information will be missing, resulting in the
image information not getting a good estimate, through
adaptive selection of the threshold, that is, the singular
values of different a are constrained by different thresholds,
which can improve this problem. By choosing different
thresholds for different singular values to shrink, it will not
only retain as much image information as possible but also
play a good denoising effect [9]. Specific steps are as follows:
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Step 1: Divide the image into blocks of
�
n

√
×
�
n

√
size,

generally 8× 8, and step size k generally 3.

Step 2: For each small block l(i: i +
�
n

√
− 1,

j: j +
�
n

√
− 1), use the nonlocal similarity block

measurement method to findm similar blocks, arrange
the similar blocks into a matrix Y in the form of col-
umns, and perform SVD decomposition on the matrix:

Y � U
∑ 0

0 0
 VT, (7)

where U and V are the orthogonal matrices of m ×m
and n × n, VT is the common transposition of V, ∑ is
the r × r diagonal diagonal matrix r � min(n,m), and
its diagonal elements are the nonzero singular values of
matrix Y arranged in nonincreasing order, that is,
λ1 ≥ λ2 ≥ ...≥ λr 0 represents a matrix of zero elements.

Step 3: *reshold contraction of singular values:

λ̂i � λi − w
∗ λi( ). (8)

Among them w∗(λi)adaptive threshold, different sin-
gular values choose different thresholds to shrink.

Step 4. Use the contracted singular value λ̂i to perform
the inverse SVD transformation to obtain an estimate
of the matrix Y:

Ŷ �
∑ 0

0 0
 V′,∑ � diag λ̂1, λ̂2, . . . , λ̂r{ }. (9)

Step 5. Put the denoised small block back to its original
position, and average the overlapping pixels.

2.3.Wavelet AnalysisMethod. Wavelet, that is, a short wave,
is a function of fluctuation in a local area. Physically
speaking, wavelet has two meanings: “small” and “wave”.
“Small” means that its definition domain is small, and the
range of representation is limited, showing the tight support
of the wavelet transform; “wave” means that it has up and
down oscillations, that is, the DC component is zero. From a
mathematical concept, a wavelet is a function with zero
integral [10].

Wavelet analysis analyzes the signal according to the
scale and studies the correlation between the signal and the
wavelet by expanding and contracting the wavelet. *e
characteristics of the mathematical microscope are also
expressed here: when observing an object at a distance, a
large-scale wavelet is used, and its correlation with the signal
characterizes the general characteristics of the signal; when
observing an object at a close distance, the scale wavelet, its
correlation with the signal characterizes the details of the
signal.

Definition of continuous wavelet transform: Let f(t)
and ψ(t) be square integrable functions and expand the
function f(t) under the wavelet basis ψ(t); this expansion is
called the continuous wavelet transform of the function
f(t), the following is its mathematical expression:

CWTt(a, τ)≤f(t),ψa,τ ≥
1��
a

√ ∫
R

f(t)ψ(t− τ/a)dt. (10)

Among them, ψ(t) is the wavelet basis function, a is the
scale factor, and τ is the translation variable. *ese two
parameters are completed.

*e mapping of a time function to a two-dimensional
time-scale phase plane.

Discrete wavelet transform discretizes scale factor a and
translation variable τ. *e current method is to measure the
ruler.

*e degree a changes by an integer power of 2, namely,
a ∈ 2j, j ∈ Z: the translation variable τ is changed in pro-
portion to the integer multiple of a; that is,
τ ∈ k2j, (j, k) ∈ Z2{ }. From this, the expression of discrete
wavelet transform is obtained:

WTt(j, k)≤f(t),ψj,k(t)≥ ∫
R

f(t)ψ̂j,k(t)dt. (11)

2.4. Image Denoising Based on Wavelet Transform.
Eliminating image noise using the wavelet transform ac-
tually belongs to function approximation, a method of
properly mapping image space to wavelet function space for
better image restoration. *e multiresolution characteristics
of wavelet transformmake the amplitude of the transformed
coefficients larger at the edge of the image, and the wavelet
transform has a strong correlation between adjacent scale
layers, which are conducive to the extraction and protection
of image features [11, 12].

Early wavelet denoising methods compare wavelet co-
efficients based on fixed thresholds, similar to lossy com-
pression techniques, and rely entirely on experience and
practical application in the selection of thresholds. With the
continuous improvement of theoretical basic knowledge,
wavelet denoising methods have also developed rapidly.
*ere are many image denoising and improvement methods
based on wavelet transform, but they can be generally di-
vided into three categories: wavelet coefficient threshold
shrink denoising, the principle of modulus maximum
denoising, and wavelet coefficient correlation denoising.

2.4.1. Wavelet Coefficient :reshold Shrink Denoising.
*e wavelet coefficient threshold shrinkage denoising
method is simple and easy to implement and has been widely
used. After the image undergoes wavelet transform, its signal
energy is mainly concentrated on a few wavelet coefficients
with larger amplitude, and Gaussian white noise is still white
noise after orthogonal wavelet transform, and the amplitude
is the same [13]. *erefore, after the wavelet decomposition
of the noisy image, the energy of the noise part is mainly
concentrated in the high-frequency component, and the
distribution is relatively uniform, which is included in the
wavelet coefficients with a small amplitude and a large
number, while the energy of the image signal is concentrated
in a few wavelet coefficients with larger amplitudes.
According to this theory, we can roughly take those few
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wavelet coefficients with large amplitude as the main signal
of the image, while those with uniformly distributed small
amplitude are the noise signals. By selecting an appropriate
threshold, the coefficient smaller than the threshold is set to
0, and the coefficient larger than the threshold can be
retained or changed according to different threshold func-
tions. Finally, through the inverse wavelet transform, the
processed wavelet coefficients are converted into image
signals, to achieve the purpose of image denoising.

2.4.2. Modulus Maximum Denoising. *e singularity of the
signal shows that there is a discontinuous point or a certain
derivative discontinuity in the signal, which is reflected on
the image to indicate the region where the grayscale of the
image changes suddenly, and the Lipschitz index is used to
describe the regularity and singularity of the signal an im-
portant index. *e local maximum point of the amplitude of
the wavelet coefficient is the mutation point of the image
signal, and its Lipschitz index is positive, while the Lipschitz
index of the noise signal is negative. *erefore, if the
maximum value of the wavelet transform of a singular point
decreases with the increase of the wavelet decomposition
scale, the Lipschitz index of the singular point is negative,
and the point is considered a noise point and it is removed; if
the wavelet transform the maximum value of the modulus
increases with the increase of the scale of wavelet decom-
position, then the Lipschitz exponent of this point is positive,
which is regarded as the image signal and retains this point.

Modulus maximum denoising method based on
wavelet transform has low dependence on noise and stable
performance, which is suitable for signals with low signal-
to-noise ratio. However, affected by the calculation accu-
racy, the denoising effect of this denoising method is not
very ideal.

2.4.3. Correlation Denoising Method of Wavelet Coefficients.
*e wavelet coefficient correlation denoising method
distinguishes the signal and noise according to the dif-
ferent propagation characteristics of the image signal and
noise in multiscale decomposition. Correlations can be
divided into two types: intralayer correlation and inter-
layer correlation. Intralayer correlation means that under
the same scale, the coefficient of the neighborhood with
the larger coefficient tends to be larger. Interlayer cor-
relation means that the wavelet transform characteristics
of image signals have propagation characteristics at dif-
ferent decomposition scales; that is, when the amplitude
of one wavelet coefficient is large, the next decomposition
scale is a subcoefficient, and the amplitude is relatively
large. However, for noise, the corresponding wavelet
coefficients show weak correlation or no correlation.
*erefore, you can make full use of the correlation
characteristics of the above analysis to distinguish be-
tween signal and noise, remove the wavelet coefficients
related to noise as much as possible, retain the coefficients
corresponding to the image signal, reduce image resto-
ration errors, and achieve better denoising effect.

2.5. Security and Communication Networks. With the ex-
tensive application and continuous development of Internet
technology, the role of computer networks in modern life
has become increasingly prominent and has become one of
the future development trends. Individuals, enterprises,
government departments, and even national military de-
partments are increasingly relying on the Internet to
transmit information. However, the openness and sharing of
the network easily make it vulnerable to external attacks and
destruction or even paralysis. A variety of intrusions and
criminal activities follow one after another, and the security
and confidentiality of information are seriously affected.*e
issue of network security has become one of the most
concerned issues of governments, enterprises, and the
majority of network users in the world.

Now that computers all over the world will be inter-
connected through the network, the connotation of infor-
mation security will also undergo a fundamental change. It
has not only changed from general defense to universal
defense, but also from a professional field to a public
consensus. Network security technology refers to technical
means dedicated to solving, such as how to effectively carry
out intervention control and how to ensure the security of
data transmission, mainly including physical security
analysis technology, network structure security analysis
technology, system security analysis technology, manage-
ment security analysis technology, and other security ser-
vices and security mechanism strategies.

With the rapid development of network technology
today, the research on network security technology is of
great significance. It is related to the interests of individuals
and the security of the country. *e research of network
security technology is to do our best to create a good net-
work environment for individuals and the country, so that
network security technology can better serve the majority of
users.

3. Experiments

3.1. Experimental Setup. To develop a new method for crop
image denoising, we combined it with wavelet transform on
the basis of appropriate improvements to SVD to achieve
effective processing of crop noise images.

3.2. Experimental Design. A crop image can be regarded as a
two-dimensional matrix, assuming the size of the matrix is
m × n(m, n ∈ Z∗ ). Filter the image with low-pass filter A
and high-pass filter B, and then sample to achieve wavelet
refinement of the image. *e high-frequency component of
the image wavelet decomposition subimage is represented
by B, and the low-frequency component is represented by
A.*e image is subjected to wavelet decomposition to obtain
four subimages with different directions and different res-
olutions; that is, AA1 is the first layer of low-frequency
subimages; BA1 represents the first layer of high-frequency
subimages; AB1 represents the first-layer horizontal high-
frequency subimages; BB1 represents the first-layer high-
frequency diagonal subimage. Performing two-layer wavelet
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decomposition on AA1 can obtain AA2, BA2, AB2, and BB2,
and continuing to perform three-layer decomposition can
similarly obtain AA3, BA3, AB3, and BB3. *e theoretically
unlimited wavelet decomposition can still be performed for
AA3. *e image three-layer wavelet decomposition process
is shown in Figure 1.

3.3. Experimental Procedure

3.3.1. Adaptive SVD Algorithm in Horizontal (or Vertical)
Direction

Step 1 is beneficial to deal with them separately. After
the image undergoes singular value decomposition, for
the subimages distributed in the horizontal and vertical
directions, the image calculates the mean of the above
singular value sequence

λ � 1

τ
∑ λj

j

. (12)

*e singular value of the sequence is compared with λ,
and the singular value sequence less than λ is denoted as
Q1, and the singular value sequence greater than λ isQ2.

Step 2. Since the singular value in the Q1 sequence is
small, the matrix vector corresponding to this singular
value does not participate in the reconstruction.

Step 3: Calculate the mean value of singular value λQ2 in
the sequenceQ1, record the singular value sequence less
than λQ2 in the sequence as Q11, and the rest as Q12.

Step 4. Reconstruct the matrix vector corresponding to
all singular values in the singular value sequence Q12.

3.3.2. Diagonal Direction Adaptive SVD Algorithm

Step 1: Arrange the singular values in the sequence
λ1′, λ2′, λ3′, ..., λj′{ } in order of size, and take the median
value λx′(x< j).
Step 2: *e sequence composed of the singular values
greater than λx′ in the sequence λ1′, λ2′, λ3′, ..., λj′{ } is
denoted as P1, and the sequence composed of the
remaining singular values is P2.

Step 3: Calculate the mean value of all singular values in
the sequence λ1′, λ2′, λ3′, ..., λj′{ }:

λ′ � 1

τ
∑ λj′
j

. (13)

Record the sequence composed of the singular values
greater than λ′ as Q1

′ and record the sequence com-
posed of the remaining singular values as Q2

′.
Step 4: Compare the sequence P1 with Q1

′, and record
the sequence composed of the same singular value in
the two sequences as O1.

Step 5: Compare the sequence P2 with Q2
′, and record

the sequence composed of different singular values in
the two sequences as O2.

In step 6, the singular values represented by O1 and O2

and the corresponding matrix vectors are used as the
matrix vectors of the diagonal wavelet subimage
reconstruction.

3.3.3. Denoising Process. In the first stage, as shown in
Figure 2, a similar image block is searched in a search
window, and the weight value ϖst1(Ni, Nj) is assigned. After
that, the target image block is obtained in the first stage:

x Ni( ) � ∑
Nj∈St
ϖst1 Ni, Nj( )y Nj( ). (14)

Among them, x(Ni) and y(Nj), respectively, represent
the target image block and the noisy image block.

In the second stage, the weight ϖst2(i, ik) is defined
according to the similarity between the target image block
with the center pixel as i and the 8 neighboring image blocks,
and finally the image x̂i after denoising is obtained:

ϖst2 i, ik( ) � 1

Z(i) exp −
x Ni( ) − x Nk( ) 22

h″
 ,

x
∧(i) � ∑

i∈Nn

ωst2 i, i
k( )x ik( ).

(15)

Among them, ik represents the pixel corresponding to
the pixel i in the target image block x(Nk), x(Nk) represents
the gray value of the pixel ik, and h″ is the filtering
parameter.

4. Discussion

4.1. Analysis of FilteringAlgorithm. To be fair, in the filtering
process, the pixel blocks and search window sizes of all these
filtering algorithms are set to 6× 6 and 18×18, respectively.
*e specific parameters are as follows.

AA3

AB3

AB2

BA3

BB3

BA2

BA1

AB1 BB1

BB2

Figure 1: Image three-layer tower wavelet decomposition.
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As shown in Table 1, compared with NLM filters, PPB
filters have an iterative prior, but their denoising perfor-
mance is not always better than NLM, when the noise is
relatively weak (σ < 30), the iterative process will make the
image detail information blurred, thereby reducing the
image quality. For example, in σ � 10, the PSNR value of the
PPB filter is 0.6 dB lower than that of NLM. As the noise
increases, the △PSNR/△SSIM of PPB becomes larger and
larger. When σ > 20,△PSNR� 0.7 dB. In contrast, whether it
is strong or weak, the DNS1 filter is better than PPB and
NLM, the only difference between the DNS1 filter and the
PPB filter is the a priori term. *e former uses one norm,
while the latter uses two norms. *is shows that the a
priority term of the one norm is better for signal retention
than the second norm.When σ > 20,△PSNR are higher than
other similar algorithms. For example, at σ � 20, the△PSNR
of DNS1, DNS2, and DNS3 can reach 1.2 dB, 1.4 dB, and
1.6 dB, respectively. However, when the noise is small, it can
be seen that the△PSNR/△SSIM of almost all algorithms are
not high. It is worth noting that the △SSIM value of DNS2
and DNS3 is significantly higher than that of DNS1. Because
their priors are the same, this advantage is mainly due to the
similarity function Sn 2 and Sn 3 can better measure the
similarity between noise than Sn 1. *is is also consistent
with the previous analysis conclusions. It should be pointed
out that, compared with the NLM filter, the BNL1 filter has
better denoising performance on House, Cameraman, and
Lena data, but slightly worse on Barbara data. *is aspect
illustrates the superiority of the similarity function Sn 2 over
Sn 1. On the other hand, it also shows that the Barbara image
contains more details and textures, and the simple noise
similarity function Sn 2 cannot maintain these details well.

4.2. SearchWindowAnalysis. *e first stage of the algorithm
uses the weighting of all image blocks in the search window
to obtain the target image block. To improve the denoising
performance, we should search as many similar blocks as
possible, so the size of the search window also affects the
denoising effect. Most nonlocal denoising methods choose a
fixed size search window. Here, we will discuss how the size
of the search window affects the denoising performance.

As can be seen from the figure below, the denoising
performance of our method increases with the increase of

the search window size and then stabilizes at a window size
of about 13×13. *erefore, generally speaking, a larger
search window can provide additional useful information.

When σ increases, we need to choose a larger search area
so that we can find more similar pixels, to ensure the
denoising ability of the algorithm. According to a large
number of experiments, when the noise contains σ � 20, 30,
50, the best search area order is 11× 11, 13×13, and 21× 21.
*e best search area is shown in Figure 3.

4.3. Peak Signal-to-Noise Ratio Analysis. To verify the ef-
fectiveness of the algorithm, traditional denoising methods
such as median filtering, mean filtering, Gaussian filtering,
and Wiener filtering were used to denoise red jujube, wheat,
and apple agricultural products, and different denoising was
analyzed and compared method after denoising.

As shown in Table 2 and Figure 4, the peak signal-to-noise
ratio (PSNR) of the image after denoising the red, jujube,
wheat, and apple images using various methods, it can be seen
that the PSNR value of the image after denoising (red jujube:
70.2158; wheat: 74.1144; apple: 71.5917) is significantly higher
than the traditional denoising method, the PSNR value has
also increased, especially the wheat image has a large increase
in amplitude.

As shown in Figure 5, it can be seen that the dense noise
points in figure C have been reduced and replaced by a large
number of black spots, and the density of black spots on the
surface of the crops in the figure is relatively large, which
interferes with the accurate identification. *e black dot
density in Figure B has been reduced and can be recognized.
*is shows that it is feasible to perform SVD filtering after
rotating the diagonal high-frequency subimage in the SVD
wavelet domain to the horizontal or vertical direction.

4.4. Comparative Analysis of Algorithm Running Time.
*e above are based on the visual effect of the image and the
peak signal-to-noise ratio (PSNR) to analyze the perfor-
mance of the algorithm. Next, the running time of the al-
gorithm will be analyzed and compared, as shown in
Figures 6 and 7.

To select different coding lengths, selection rate, hy-
bridization rate, mutation rate, and calculation algebra, the
running time histograms of the SVD wavelet domain
denoising algorithm are compared. From the figure, it can be
seen that the chromosome coding length and calculation
algebra pair algorithm are time-consuming and most in-
fluential. *at is, the smaller the code length, the longer the
operation time, the more algebraic operations, and the
longer the algorithm running time; the selection rate and
hybridization rate have little effect on the time-consuming
algorithm, while the mutation rate has almost no effect on
the time-consuming algorithm.

5. Discuss

5.1. ImprovedSVD’sDenoisingEffect ofCrop Image inWavelet
Domain. *e threshold improvement algorithm proposed
in this paper takes into account the impact of the selection of

Nj

Ni

Figure 2: *e execution process of phase one.
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Table 1: Parameter settings of related filters.

Filter Similarity function Parameter settings Number of iterations

NLM (Sn_1) SNLM h� 6 —
BNL (Sn_2) SBNL — —
BNL2 SBNL — —
Sn_3 Sn_3 h � 0.6σ2 —
PPB SPPB α � 0.91, T � 0.3 24
DNS1 SDNS1 α � 0.94, λ � 0.5σ 6
DNS2 SDNS2 α � 0.94, λ � 0.8σ2 6
DNS3 SDNS3 h � 10σ2, λ � 10/σ 6
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Figure 3: Best search area.

Table 2: Comparison of PSNR values of images after denoising by various denoising methods.

Denoising algorithm
PSNR (dB)

Red dates Wheat Apple

Noise image 59.6613 61.2244 61.0021
Gaussian filtering 63.5124 64.5127 63.0147
Median filtering 65.8145 67.1425 68.1598
Wiener filtering 66.5411 68.1422 66.3325
Mean filtering 68.9412 70.1569 68.2544
SVD wavelet domain 70.2546 72.3149 69.8456
Wavelet to wiener 72.6237 74.1512 70.6155
Paternity 69.6522 68.2115 70.1458
Hybrid wavelet algorithm 70.2158 74.1144 71.5917
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Figure 4: Comparison of PSNR values of images after denoising by various denoising methods.
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Figure 5: (a) Original image, (b) Gaussian noise graph, and (c) salt and pepper noise graph.
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Figure 6: Comparison of denoising and time consumption when the encoding length is 4 and the selection rate is 0.6.
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Figure 7: Comparison of denoising and time consumption when the encoding length is 8 and the selection rate is 0.9.
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the threshold function on the denoising effect and the
characteristics of the traditional threshold function that the
image is not smooth near the threshold. A new threshold
function is designed. *e improved threshold function can
be very good. *e image information is retained to achieve a
better denoising effect. *e SNR and PSNR obtained are
higher than the hard threshold; the soft threshold and the
semisoft threshold are higher; and from a visual point of
view, the improved SVD wavelet domain cropped image is
clearer than the image obtained after denoising. A better
denoising effect enables more accurate target detection and
recognition as well as tracking and positioning in the follow-
up.

5.2. Method Effect Comparison. Comparing different noise
reduction methods, it can be seen that the filtering results of
the algorithm used in this research can clearly see that there
are only a few black spots in the figure, and the image clarity
is improved to the maximum extent. *is shows that the
improvement strategy of this research is better than other,
the research is slightly better.

6. Conclusions

In view of the large amount of random noise that often
appears in crop images, on the basis of in-depth analysis of
the basic principles of the SVD denoising algorithm,
combined with wavelet transform, an improved adaptive
SVD denoising algorithm in the wavelet domain is proposed.
*e performance of the algorithm is tested through crop
images, and the performance is qualitatively and quantita-
tively compared with the SVD algorithm and the improved
SVD algorithm.*e results show that the performance of the
algorithm used in this research is slightly better than the
other two algorithms, which provides for the processing of
crop noise images.

In this paper, the hybrid wavelet transform denoising
algorithm has a good visual effect after denoising the ag-
ricultural product image; that is, it effectively suppresses the
noise in the image and retains the edge details of the image,
making the contour of the image after denoising clear and
obvious details; compared with traditional denoising
methods such as Gaussian filtering, median filtering, Wiener
filtering, mean filtering, and wavelet adaptive threshold
denoising methods, the peak signal-to-noise ratio of the
image after denoising is significantly improved. At the same
time, the Lena and Camera images are applied to the hybrid
wavelet denoising algorithm. *e experimental results show
that the hybrid wavelet denoising algorithm not only has
good denoising effect and outstanding performance in ag-
ricultural product image denoising, but also can obtain a
higher the peak signal-to-noise ratio showing that the al-
gorithm is also suitable for general images.

However, since the hybrid wavelet transform algo-
rithm is based on the idea of the basic genetic algorithm,
the optimal solution is randomly searched from generation
to generation from the initial population, and in the
encoding, selection, hybridization and mutation

operations, as the length of the code decreases and the ratio
of mixed algebra and selection, hybridization rate, and
mutation rate increase, the computational complexity of
the algorithm will also increase. In addition, the size of the
image matrix is relatively large, which makes the calcu-
lation of the algorithm large, and the program running
time is relatively long, which cannot meet the needs of real-
time processing. *is is where the algorithm needs to be
improved in the future.

In the proposed double noise similarity (DNS) model,
image denoising is transformed into a problem of measuring
the similarity of two types of noise. Finally, the two noise
similarities are combined in the Bayesian form for image
denoising. Compared with other filters based on nonlocal
weighted average, this DNS-based algorithm can effectively
suppress noise and at the same time maintain good details,
but its disadvantage is that the calculation complexity is
relatively large.

Data Availability

No data were used support this study.

Conflicts of Interest

*e authors declare that they have no conflicts of interest.

References

[1] J. Jiao, Q. Yang, S. He, S. Gu, W. Rynson, and H. Lau, “Joint
image denoising and disparity estimation via stereo structure
pca and noise-tolerant cost,” International Journal of Com-
puter Vision, vol. 124, no. 4, pp. 1–19, 2017.

[2] L. J. Zhao and F. Cao, “Image denoising algorithm based on
composite convolutional neural network,” Moshi Shibie Yu
Rengong Zhineng/pattern Recognition & Artificial Intelligence,
vol. 30, no. 2, pp. 97–105, 2017.

[3] X. Chen, L. Liu, J. Zhang et al., “Infrared image denoising
based on the variance-stabilizing transform and the dual-
domain filter,” Digital Signal Processing, vol. 113, no. 1,
pp. 103–105, 2021.

[4] M. Saeedzarandi, H. Nezamabadi-Pour, and A. Jamalizadeh,
“Dual-Tree complex wavelet coefficient magnitude modeling
using scale mixtures of Rayleigh distribution for image
denoising,” Circuits, Systems, and Signal Processing, vol. 39,
no. 6, pp. 2968–2993, 2020.

[5] J. Q. Vargas, L. R. Khot, R. T. Peters, A. K. Chandel, and
B. Molaei, “Low orbiting satellite and small UAS-based high-
resolution imagery data to quantify crop lodging: a case study
in irrigated spearmint,” IEEE Geoscience and Remote Sensing
Letters, vol. 17, no. 5, pp. 755–759, 2019.

[6] Q. Dai, X. Cheng, Y. Qiao et al., “Crop leaf disease image
super-resolution and identification with dual attention and
topology fusion generative adversarial network,” IEEE Access,
vol. 8, pp. 55724–55735, 2020.

[7] M. Li, R. Idoughi, B. Choudhury, andW. Heidrich, “Statistical
model for oct image denoising,” Biomedical Optics Express,
vol. 8, no. 9, pp. 3903–3917, 2017.

[8] L. Zhuang and J. M. Bioucas-Dias, “Fast hyperspectral image
denoising and inpainting based on low-rank and sparse
representations,” IEEE Journal of Selected Topics in Applied

10 Security and Communication Networks



Earth Observations & Remote Sensing, vol. 11, no. 3,
pp. 730–742, 2018.

[9] B. Dehda and K. Melkemi, “Image denoising using new
wavelet thresholding function,” Journal of Applied Mathe-
matics and Computational Mechanics, vol. 16, no. 2, pp. 55–65,
2017.

[10] C. Brito-Loeza, K. Chen, and V. Uc-Cetina, “Image denoising
using the Gaussian curvature of the image surface,”Numerical
Methods for Partial Differential Equations, vol. 32, no. 3,
pp. 1066–1089, 2016.

[11] J. Yu, L. Tan, S. Zhou, L. Wang, and C. Wang, “Image
denoising based on adaptive fractional order anisotropic
diffusion,” Ksii Transactions on Internet & Information Sys-
tems, vol. 11, no. 1, pp. 436–450, 2017.

[12] V. N. V. S. Prakash, K. S. Prasad, and J. C. Prasad, “Deep
learning approach for image denoising and image demo-
saicing,” International Journal of Computer Application,
vol. 168, no. 9, pp. 18–26, 2017.

[13] X. Zhang, “Image denoising using dual-tree complex wavelet
transform and wiener filter with modified thresholding,”
Journal of Scientific & Industrial Research, vol. 75, no. 11,
pp. 687–690, 2016.

Security and Communication Networks 11


