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ABSTRACT A new k-anonymous method which is different from traditional k-anonymous was proposed

to solve the problem of privacy protection. Specifically, numerical data achieves k-anonymous by adding

noises, and categorical data achieves k-anonymous by using randomization. Using the above two methods,

the drawback that at least k elementsmust have the same quasi identifier in the k-anonymous data set has been

solved. Since the process of finding anonymous equivalence is very time consuming, a two-step clustering

method is used to divide the original data set into equivalence classes. First, the original data set is divided

into several different sub-datasets, and then the equivalence classes are formed in the sub-datasets, thus

greatly reducing the computational cost of finding anonymous equivalence classes. The experiments are

conducted on three different data sets, and the results show that the proposed method is more efficient and

the information loss of anonymous dataset is much smaller.

INDEX TERMS Differential privacy, information security, k-anonymous, privacy protection, random

k-anonymous.

I. INTRODUCTION

With the progress of technology, especially the emergence

of smart phones, it is more and more convenient for people

to collect, share and distribute information. Businesses can

provide personalized services that are more suitable for user

requirements by analyzing customer’s data. Scientists can

more easily obtain data for scientific research. The govern-

ment can carry out a more scientific and effective social man-

agement based on the collected information. However, it also

leads to a increasing threat to people’s privacy information,

and simply removing the identifier of record is not enough

to protect the user’s privacy. As described in [1] and [2],

an electronic version of a city’s voter list can be purchased

for twenty dollars and can be used to re-identify the medical

records. In addition to name and address, it also includes the

date of birth and gender of more than five thousand voters.

Of these, about 12% have unique birth date, 29% are unique

with respect to birth date and gender, 69% with respect to
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birth date and a 5-digit ZIP. code, 97% are identifiable with

just the full postal code and birth date [1]. In [3], Sweeney

pointed out that about 87% of Americans can be uniquely

identified through the combination of their gender, birth date

and postcode [2]. Thus, It’s easy for an attacker to get the

user’s privacy information if the dataset containing the above

three attributes that was published directly.

In the field of medical research, some hospitals may share

diagnostic records with relevant research institutions. The

individual data is presented in the form of a tuple and has a

fixed structure: including Name, Age, Zip, Code, and Disease

Type. Even if the attribute ‘‘Name’’ is deleted, there is still a

risk that personal privacywill be disclosed. A hacker knowing

an individual’s age and zip code may be able to conclude that

a specific individual has dyspepsia [4]. But if there are more

than K(the value of K is large enough) individuals have the

same age and zip code, the hacker will not be able to guess

out which one has dyspepsia confidently. K-anonymous can

ensure that at least k records have the same age and zip

code.

75434
2169-3536 
 2019 IEEE. Translations and content mining are permitted for academic research only.

Personal use is also permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

VOLUME 7, 2019

https://orcid.org/0000-0003-3801-8508
https://orcid.org/0000-0003-2320-1692
https://orcid.org/0000-0002-2307-8201
https://orcid.org/0000-0002-9790-5345


F. Song et al.: New Method of Privacy Protection: Random k-Anonymous

Researchers have proposed many privacy protection meth-

ods. Among these methods, k-anonymous [2] and differ-

ential privacy [4] are two most important privacy models.

K-anonymous makes at least k records have the same quasi

identifier by generalization or clustering. If k records in

the data set have the same quasi-identifier, the attacker has

only 1/k probability to guess out the correct result [32].

The method is easy to implement, and the leakage risk is

measurable, so it is widely used [26]. However, because of the

increase of the attacker’s background knowledge, the effect of

privacy protection is getting worse and worse [27]. In order

to provide more protection of privacy, the differential privacy

has been applied to privacy protection. Even if the attacker

has all the information except the protected information, he is

not able to obtain the privacy information confidently. But

the cost of implementing differential privacy procedure is

very expensive, andwith the increasing of protection strength,

the data availability will be badly damaged.

There are mainly three contributes in this paper. Firstly,

a novel method which achieves k-anonymous by adding noise

and randomness is proposed, and the drawback of traditional

k-anonymous is overcome without increasing the loss of

availability. The details of the method will be discussed the-

oretically and practically in the following sections. Secondly,

an efficient method for generating anonymous classes is pro-

posed. Last but not least, in order to verify the effectiveness

of our method, experiments are conducted on three different

real-world data sets. The results show that our method is more

efficient, and the loss of availability of anonymous data sets

is smaller.

The rest of the paper is organized as follows. Section 2 con-

tains background on k-anonymous, l-diversity, t-closeness

and differential privacy. In section 3, random k-anonymous is

proposed. In order to achieve k-anonymous efficiently, a two-

step clusteringmethod is adopted. Experiments are conducted

in section 4, and the experiment results are compared with

others. Section 5 reviews related work. Conclusions are given

out in section 6.

II. BACKGROUND

A. k-ANONYMOUS

k-anonymous was proposed by Samarati and Sweeney [6],

and its implementation method was given in [2], [5]. The

following is a brief introduction of its definition, implemen-

tation, and its improvements process.

Definition 1 (k-Anonymous [5]): Let T(A1,A2,An) be a

table and QI. be a quasi-identifier associated with it. T is

said to satisfy k-anonymity with respect to QI. if and only

if each sequence of values in T[QI] appears at least with k

occurrences in T[QI].

The k-anonymity property ensures protection against iden-

tity disclosure. However, it can not protect the data against

sensitive attribute disclosure. For example, if the sensitive

attribute has the same value, we know the sensitive value of

the one who is in this anonymous group, though we do not

know the QI. of the element. In order to resist Homogeneity

attack and Background knowledge attack, Machanavajjhala

proposed the l-diversity model in [7].

Definition 2 (l-Diversity [8]): A QI-group satisfies

l-diversity if there are at least l distinct values for the sensitive

attribute. A modified table satisfies l-diversity if every cluster

of the table satisfies l-diversity.

L-diversity improved the security of k-anonymous, but it

still has shortcomings. If the distribution of sensitive infor-

mation in each anonymous group is quite different from the

distribution of the whole data set, it still can leak private

information. For instance, if the probability of a certain

disease in somewhere is 0.01, and the probability is 0.5 in

some anonymous group, though this anonymous group fol-

lows l-diversity, we still can get the information that the one

who is in the anonymous group may be suffering from this

disease with much higher probability. In order to overcome

this drawback, Ninghui Li et al. proposed t-closeness which

requires that the distance between the distribution of sensitive

information in the anonymous group and the distribution in

thewhole data set is nomore than t. The definition is as below.

Definition 3 (t-Closeness [9]):An equivalence class is said

to have t-closeness if the distance between the distribution of

a sensitive attribute in this class and the distribution of the

attribute in the whole table is no more than a threshold t. The

table is said to have t-closeness if all equivalence classes have

t-closeness.

t-closeness proposed in [9] requires not only satisfying

l-diversity, but also the distribution of sensitive attributes

in the anonymous data set should be as close as possible

to the distribution of sensitive attributes in the whole data

set. k-anonymous, l-diversity, p-sensitive and t-closeness all

require that all the records in the same anonymous group

must have the same quasi identifier. We can’t distinguish

the records with each other. But, it is precisely because k

records have the same quasi identifier that provides infor-

mation for the adversary to successfully implement attacks.

If the attacker has the quasi identifier of a record, he can

judge the anonymous group that this record corresponds to,

and with the help of auxiliary information, it is easy for him

to carry out a successful attack by exhaustion. The method

proposed in this paper does not require that all the elements

in the same anonymous group have the same quasi identifier,

and the attacker can not get the information which elements

are in the same anonymous group. so if the attacker wants to

finish an attack successfully by exhaustion, he must traverse

all the records of the data set, which is clearly not possible.

The specific algorithmwill be discussed in detail in Section 3.

B. DIFFERENTIAL PRIVACY

Differential privacy was proposed by Cwork [4], [12], with-

out making assumptions about the background knowledge

of the attacker which can be proved mathematically. So it

quickly became a hot spot of research in this field. The

definition is given as follows.
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Definition 4: A randomized function K gives ε-differential

privacy if for all data sets D1 and D2 differing on at most one

element, and all S ⊆ Range(K),

Pr[K (D1) ∈ S] ≤ exp(ε) × Pr[K (D2) ∈ S]. (1)

There are two approaches of achieving differential privacy.

One is Laplace mechanism, the other is exponential mecha-

nism. The Laplace mechanism is more suitable for differen-

tial privacy transformation of numerical data [4], [11]. The

exponential mechanism is more preferable for non-numeric

data differential privacy transformation [13].

As soon as the differential privacy was proposed,

it attracted a large number of scholars to carry out related

research, which leads to getting a lot of important results.

This paper adopts the idea of differential privacy adding

noises to the quasi-identifier to achieve k-anonymous. The

attacker cannot determine which records belong to the same

anonymous group, which makes at least k records indistin-

guishable. The distribution of the sensitive attributes of the

anonymous data set and the original data set is obviously the

same, of course, satisfying t-closeness.

III. RANDOM k-ANONYMOUS

There are two ways to implement k-anonymous. One is clus-

tering, and the other is generalization. Clustering classifies

at least k nearest elements of original data into one subclass,

and replaces the identifiers of other elements in the subclass

with the quasi-identifier of the center element. This method

is more suitable for numerical data. As shown in Figure 1 and

Figure 2, generalization is a method of expanding the value

of a specific quasi-identifier into a larger value range, so that

it can no longer uniquely represent a unique record in the

data set. For example, ‘male’ and ‘female’ can be generalized

into ‘gender unknown’, ‘married’ and ‘unmarried’ can be

generalized into ‘unknown’, age can be generalized to an

age domain. This method is mainly suitable for data with

hierarchical structure.

FIGURE 1. Generalization of non-numeric.

Regardless of whether clustering or generalization is used,

the ultimate goal is to have at least k records in the data set

with the same quasi identifiers, which makes these records

FIGURE 2. Generalization of numeric.

indistinguishable, and then the privacy of the user is pro-

tected. Since k records share the same quasi identifier, user’s

privacy is protected, but this also leads to the risk of privacy

leakage. For example, if an attacker obtains a quasi-identifier

of someone and wants to get the corresponding sensitive

information, the only thing the attackers need do is to

carry out an exhaustive attack with the help of auxiliary

information.

For instance, there are ten records in the anonymous class.

If the attacker gets the quasi-identifier of Bob. He has known

that Bob’s record is in the anonymous class. The attacker

wants to know which particular record is Bob’s. The only

thing he needs to do is to test all ten records.

K records sharing the same quasi identifier is not our ulti-

mate goal, and our goal is that k records are indistinguishable.

In other words, as long as k records are indistinguishable,

the value of their identifiers is not important. Based on this,

we proposed the random k-anonymous, which is as follows.

Definition 5 (Random k-Anonymous): q is a random query

on data set D, the probability that q(D) is generated by

e1, e2, . . . , or ek ′ is equal, where ei ∈ D, k ′ ≥ k . We say

that for query q, D satisfy random k-anonymous.

Compared with definition 1, k records may have different

quasi identifiers, which means that every record can have its

own unique identifier. The only requirement is the probability

that each record corresponding to the query results is equal

with each other. The requirement that the quasi-identifiers

must be have the same value. Definition 1 is only one of the

methods in implementation of definition 5. If the one that

satisfies the definition 1, it certainly satisfies the definition 5,

and the definition 5 is an extension of definition 1.

As can be seen from the above discussion, different types

of data have different methods for applying random k anony-

mous. There are two different methods to implement random

k anonymous. The first method is to add uniform noise to

numerical data, which makes more than k records indistin-

guishable and will be discussed in section 3.3. The second

method is mainly for non-numerical data. The first step of

the second method is to establish a generalizing tree, and find

the anonymous equivalence subclass. The second step is to

75436 VOLUME 7, 2019
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output the value in the anonymous equivalence subclass with

the same probability. The second method will be discussed

in detail in section 3.4. Before giving the details of the two

methods, we first give out the overall process of our method

as Algorithm 1, and the execution flow of algorithm 1 and

the sub-algorithm processes are shown in Figure 3. The key

notations which will be used in the following section are

summarized in Table 1.

Algorithm 1 The Entire Anonymous Transformation

Input: the original data set D and value of k

Output: the anonymous data set D′

Procedure:

1. D′ = ∅, run the algorithm 2, divide the data set D into

subclass D = {D1,D2, . . . ,Dc}

2. for all Di ∈ {D1,D2, . . . ,Dc}

3. E ′ = ∅, run algorithm 3 on date set Di and get

4. E = {E1,E2, . . . ,Em}, and k ≤ |Em| < 2 ∗ k

for all Ej ∈ {E1,E2, . . . ,Em}

5. run Algorithm 4 or Algorithm 5 on Ej and

get E ′
j

6. add all elements of E ′
j to E

′

7. endfor

8. add all elements of E ′ to D′

9. endfor

10.return D′

FIGURE 3. The workflow diagram of algorithm 1.

Algorithm 2, 3, 4 and 5 will be discussed in the following

section. Algorithm 2 and Algorithm 3 give a method for effi-

ciently searching for anonymous equivalence classes. Algo-

rithm 4 and Algorithm 5 respectively give anonymous meth-

ods for numerical data and non-numeric data. As shown in

algorithm 1, Line 1 by running Algorithm 2, the original data

set is divided into several sub-data sets, so that the number of

elements in each sub-data set is much smaller than the number

TABLE 1. Key notations.

Algorithm 2 Divide the Original Data Set Into Small Data

Sets
Input: D: the original data set; c: the number of clusters

Output: D1,D2, . . . ,Dc: is the partition of D

Procedure:

1. randomly select c elements from D as the initial

clustering center

2. repeat

3. for each tuple in D do

4. calculate the distance between each record

and each cluster center

5. classify the record into the nearest cluster

6. endfor

7. update each cluster center

8. until the cluster center does not change or the number of

iterations exceeds a certain value

9. return D1,D2, . . . ,Dc

of elements in the original data set, thereby greatly reducing

the cost of finding equivalence classes. Line 3 generates

the anonymous equivalence classes that satisfy the require-

ments on each sub-dataset, and in the line 5, the method of

Algorithm 4 or Algorithm 5 is used to achieve anonymity of

the data according to the data type in the equivalence class.

A. DISTANCE MEASUREMENT

In Algorithm 2 and Algorithm 3, the first step is to divide the

original data set into several small subsets. After dividing,

the records in the subset should be as similar as possible.

Therefore, it is necessary to find a reasonable similarity mea-

sure method to evaluate the similarity between them. In this

paper, distance is used as an assessment of similarity between

two elements. For numerical attributes, Euclidean distance is

used, and for non-numerical attributes, generalized distance

is used.

Definition 6 (Distance Between Numerical Data): For ele-

ment e1, e2, Ai is the ith attribute, and s is the number

of attributes. The distance between e1 and e2 is defined as

VOLUME 7, 2019 75437
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Algorithm 3Generate Equivalent Class Containing Elements

More Than k and Less Than 2 ∗ k

Input: dataset Dl generated by algorithm 2; k: the

k-anonymity constraint;

Output: E ′ = {E1,E2, . . . ,Ec} is the partition of Dl
Procedure:

1. E ′ = ∅

2. E = {E1,E2, . . .Em} is a partition of Dt (the records

in the same Ei have the same QI values)

3. for all Ei in E do

4. if (|Ei| ≥ k) than

5. add Ei to E
′, remove Ei from E

6. end if

7. end for

8. repeat

9. randomly choose Ei from E

10. calculate the distance between Ei and other

sub-classes in E ′ and E

11. find out the closest sub-class Ej to Ei
12. if |Ej| + |Ei| < k

13. merge Ei and Ej into E
∗

14. remove Ei,Ej, add E
∗ to E

15. else if |Ej| + |Ei| < 2 ∗ k

16. merge Ei and Ej into E
∗

17. remove Ei, Ej from E, add E∗toE ′

18. else

19. remove k − |Ei| elements from Ej to Ei
20. remove Ei from E

21. add Ei to E
′

22. endif

23. until E = ∅

24. return E ′

Algorithm 4 Anonymous Method for Numeric Data

Input: Ei: a data set generated by Algorithm 3

Output: E ′
i : anonymous of Ei

Procedure:

1. a = max(eik ), b = min(eik ), k ∈ [1, |Ei|]

2. for j = 1 to |Ei|

3. n is a random number that is uniformly distributed

between intervals [− a−b
2

, + a−b
2
]

4. eij
′
= eij + n, eij represents the jth record in Ei

5. if (eij
′
> a)

6. eij
′
= eij

′
− (a− b)

7. if (eij
′
< a)

8. eij
′
= eij

′
+ (a− b)

9. add eij
′
to E ′

i

10. endfor

11. return E ′
i

following:

dist1(e1, e2) =

√

√

√

√

s
∑

i=1

(e1.Ai − e2.Ai)2 (2)

Algorithm 5 Random k-Anonymous Method of

Non-Numeric Data
Input: Ei a dataset generated by algorithm 3, k: a number

Output: Ei
′ the anonymous data set of Ei

Procedure:

1. Ei
′ = ∅

2. all record eij, j = 1 . . . k . . . in data set Ei is generalized

to eia according to VGHT

3. replace all the record eij (j = 1 . . . k . . .) in Ei with

different elements of Ea with the same probability. (all

the child nodes of eia, which are leaf node of VGHT,

are included in Ea)

4. move all the records from Ei to Ei
′(the records have

been anonymized)

5. return Ei
′

For numerical attributes, the Euclidean function is used

because it is one of the most widely used distance functions.

Other distance function can also be used, such as cosine

distance. However, algorithm 2 is a c-prototypes algorithm,

which needs to calculate the mean value of the records.

If other distances are used, the mean value will be mean-

ingless. Here we focus on privacy protection methods. The

discussion of which distance is more appropriate is beyond

the scope of this paper.

Definition 7 (Distance Between Non-Numerical

Attributes): For element e1, e2, Ai is the ith attribute, and s

is the number of attributes. The distance between e1 and e2 is

defined as:

dist2(e1, e2) =

s
∑

i=1

wAi ∗ (level(e′.Ai) − 1)

h(VGHTA)
(3)

where VGHTAi is the value generalization hierarchies tree

(as shown in Figure 4), and h(VGHTAi ) is the height of the

tree. WAi represents the weight of attribute Ai, and e
′ is the

first common generalization ancestor of e1 and e2.

FIGURE 4. Value generalization hierarchies tree(VGHT).

For example, for the records e1, e2, the value of attribute

Ai are ‘State gov’ and ‘private’, respectively, and the distance

75438 VOLUME 7, 2019
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between them is defined as follows:

level(e′.Ai) − 1

h(VGHTAi )
=

3 − 1

4
= 0.5 (4)

In particular, if the non-numerical data does not have

a VGHT structure, the user should construct a VGHT

structure manually. For example, for the attributes ‘‘male’’

and ‘‘female’’, the user can construct a VGHT as shown

in Figure 6, and the distance between them is (2-1)/2 = 0.5.

The records in the table often contain numerical attributes

and non-numerical attributes. As a distance between records

containing both numerical attributes and non-numerical

attributes, a comprehensive measurement method is needed.

The measurement method needs to consider numerical

attributes and non-numerical attributes [31]. Here we use

the mixed attribute distance, and the definition is defined as

follow.

Definition 8 (Mixed Attribute Distance):Records e1 and e2
in data set D have both numerical and non-numerical

attributes. The distance between e1 and e2 is defined as:

dist(e1, e2) = dist1(e1, e2) + f (dist2(e1, e2)) (5)

Function f is used to adjust the influence of the number of

non-numerical and numerical attributes, and the definition is

as follow:

f (dist2)

=
N2

N1
(dist1min+

dist1max−dist1min

dist2max−dist2min
(dist2−dist2min)) (6)

where N1 represents the number of numerical attributes,

N2 represents the number of non-numerical attributes,

dist1min and dist2max represent the minimum and maxi-

mum values of the numerical attribute distance, respec-

tively. And dist2min, dist2max represent the minimum and

maximum values of the non-numerical attribute distance

respectively.

In the process of generating an equivalent anonymous

class, it is necessary to merge the sub-categories that do

not meet the requirements. Therefore, the distance between

two data sets is needed to be defined. The definition is as

follow.

Definition 9 (Distance Between TwoData Sets): D1,D2 are

two subsets of the original data set, ei ∈ D1, ej ∈ D2, then the

distance of D1,D2 is defined as:

dists(D1,D2) =
1

2

|D1|
∑

i=1

|D2|
∑

j=1

dist(ei, ej) (7)

where |D1| and |D2| represent the number of records in D1

and D2 respectively.

B. DIVIDING ORIGINAL DATA SET INTO SUB-CLASS

In order to achieve k-anonymous, the first work we should

do is dividing the original data set into equivalent anonymous

classes. Generating equivalent anonymous classes is the most

time consuming process [29], [30], so the following focuses

on the methods of efficiently generating equivalent anony-

mous classes.

In order to efficiently generate equivalent anonymous

classes, this paper adopts a two-step clustering method. The

first step is to divide the original data set into several different

subsets, and the elements in the subset are as similar as pos-

sible (see Algorithm 2 for details). The second step is to form

equivalence class on the same subset (see Algorithm 3 for

details).

Algorithm 2 is used to divide the data set into several

subsets. It is a c-prototypes algorithm [14], [15]. The original

data set is divided according to the principle of minimizing

the distance within the cluster. The detail will be shown in

the following. The number of initial clustering centers is c,

and how to determine the value of c will be discussed in

section 4.2. Line 1 randomly select c initial clustering centers.

Line 4-6 add other elements to different clusters according to

the distance between the elements and the cluster centers, and

then update the cluster centers. The process is repeated until

the cluster center does not change or the number of iterations

exceeds a certain value. Line 9 outputs the clustering result.

Algorithm 2 returns the cluster containing the number of

elements much smaller than the number of elements in the

original data set, thereby greatly reducing the cost of gener-

ating equivalent anonymous classes.

The anonymous equivalence class is generated by algo-

rithm 3, and the number of records of the equivalence class

must be larger than k and smaller than 2k . The details of

algorithm 3 are shown in the following section. The input

data set of algorithm 3 is generated by algorithm 2. The

elements of E ′ are the equivalent classes that satisfy k

anonymity requirements. Line 2 classifies elements with the

same quasi-identifier(QI) into one sub-class. The following

operations merge these subclasses to obtain an anonymous

equivalence class that satisfies the requirements. Lines 3-7,

if the sub-class has more than k elements that with the same

quasi-identifiers, this means that the requirement has been

met, and the sub-class is directly added to E ′. Lines 8-23,

dealing with the case where the number of elements in the

equivalence class is less than k . Ei is randomly selected in E ,

and the distance between Ei and other subsets included in E

or E ′ is calculated, and the subset Ej closest to Ei is found.

If |Ej| + |Ei| < k , this means that Ej is an element of E ,

and the new set E∗ obtained by combining Ei and Ej still

cannot meet the requirement of k anonymity, so E∗ is added

to E(lines 2-14). If k < |Ej| + |Ei| < 2 ∗ k , the new

cluster E∗ obtained by combining Ei and Ej has satisfy the

requirement of k anonymity, and this means that Ej may in

E or in E ′, so remove Ej and Ei from E or E ′, and add E∗

to E ′ (lines 15-17). If |Ej| + |Ei| > 2 ∗ k , Ej must be an

element of E ′. If we move (k−|Ei|) elements of Ej to Ei, then

Ei and Ej are both satisfy the requirement of k anonymity.

Then remove Ei from E ′ and add Ei to E
′(lines 18-21). The

elements of E ′ are all sub-class, and the number of records in

each sub-class is greater than k less than 2*k. Finally E ′ was

returned.
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C. RANDOM K-ANONYMOUS METHOD

FOR NUMERICAL DATA

Similar to the Laplace mechanism in differential privacy,

random k-anonymous can be achieved by adding noise for

numerical data. First, the whole data set is divided into several

equivalent anonymous classes. The number of records in

each anonymous equivalence class is larger than k less than

2 ∗ k , and the data in each equivalent class is as similar as

possible. The range of the equivalent anonymous class is R.

n is a random noise subject to uniform distribution with the

mean 0. Finally n is added to the element of the equivalent

anonymous class to achieve random k-anonymous. The detail

of the algorithm is described in Algorithm 4. Line 1 calculates

the maximum and minimum. Lines 3-4 produces the required

noise, and adds it to the data set. Lines 5-8 ensure that the

range of anonymous data set is equal to the range of the

original data set, thus improves the utility of the anonymous

data set.

The principle of Algorithm 4 is similar to the game of

dialing the clock. If the hand is currently pointing to the

12 o’clock position. Select an angle r in [0,360] with the

same probability, dial the hand r degree, then the probability

that the pointer points to each moment on the dial is equal.

Conversely, if it is known that the hand is now pointing

to the 12 o’clock position, which is obtained by rotating r

degree from a certain position, r is a random variable that is

uniformly distributed between 0 and 360. The probability that

according to the current position to guess out the position it

originally pointed to is equal.

In order to verify the effect of Algorithm 4, we conducted

an experiment. 100 artificial records which follows Normal

Distribution N (8, 2) were generated, and the uniform noises

between −1 and 1 were added to the original record. The

result was shown in Figure 5, where we can see that even we

get value of the noisy record we also can not guess out which

original record it was generated by confidently.

FIGURE 5. Records before and after adding noise.

Algorithm 4 satisfies the definition of random

k-anonymous in definition 5. The following is a simple

proof.

Proof: e
j
i

′
is a noisy record in the output data set E , and

e
j
i is the corresponding original record in data set E , n is a ran-

dom number that is uniformly distributed in [− a−b
2

, + a−b
2
].

Pr(e
j
i) = Pr(e

j
i = e

j
i

′
− n) = Pr(n = e

j
i

′
− e

j
i) = Pr(n) (8)

There are at least k records inE , so the algorithm 4 satisfies

the definition 5. �

The random k-anonymous which was implemented by

Algorithm 4 has the following properties:

Property 1: the means of the anonymous data set and the

original data set are equal.

Property 2: the ranges of the anonymous data set and the

original data set are equal.

Property 3: the probability that two records have the same

quasi identifiers in the same anonymous data set is almost

zero.

The noise n is a random variable that is uniformly dis-

tributed in the interval [− a−b
2

, + a−b
2
]. The mean value of n

is zero, and the mean value is additive. So the property 1 is

obtained. Regardless of the original value of quasi identifier,

the probability that there are two elementswith the same quasi

identifier is obviously low. The operation of line7-11 ensures

that the range of E ′ and E is equal.

Property 1 and 2 ensure that the data set E ′ is as similar

as possible to the data set E , so that the data set E ′ is highly

available. Due to the property 3, the shortcomings whichwere

overcome by l-diversity and t-closeness do not exist in this

algorithm.

D. RANDOM K-ANONYMOUS METHOD

FOR NON-NUMERICAL DATA

Comparedwith numerical attributes, non-numerical attributes

have different properties. Random k-anonymous cannot be

realized by adding uniform noise directly. Referring to

the generalization method in traditional k-anonymous and

the exponential mechanism in differential privacy, random

k-anonymous is realized by the method of generalization first

and then randomization(as shown in Figure 6). There are two

main steps. The first step is to achieve k-anonymous through

FIGURE 6. Non-numeric anonymous.
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generalization, such as ‘male’ and ‘female’ can be general-

ized to ‘gender unknown’. The second step is to randomize

the generalized results, such as randomly outputting ‘male’

or ‘female’ with the same probability for ‘gender unknown’.

This process does not increase the risk of privacy breaches.

The result of the randomized data is included in the value

range of the generalization result. For example, even if the

value of gender is ‘gender unknown’ after the generalization,

the users know that the value of gender corresponding to the

record is ‘male’ or ‘female’. that is to say, users get the same

information before and after randomization. If the output

value of gender is unknown, the users know that the data has

been anonymized by the data owner, but if ‘male’ or ‘female’

is output, the distribution of anonymous data set is closer to

the original data set. The detail of this method is shown in

Algorithm 5. Line 2, the records in the equivalence class are

generalized(the generalization process is shown in Figure 1,

Figure 2), and the different values in the equivalence class

are generalized into the same ancestor. Line 3, the records

are replaced randomly with the corresponding records with

the same probability. eia is the first common ancestor of all

the records in Ei.

In order to explain the algorithm clearly, an example was

proposed. e1 and e2 are two records in the same anonymous

data set. One of the attribute is ‘Occupation’, and the values

of e1.Occupation and e2.Occupation are ‘private’ and ‘state

gov’ respectively. The VGHT is shown as Figure 4. The

first common generalization ancestor of e1.Occupation and

e2.Occupation is ‘with pay’. ‘with pay’ contains six possible

values, which are ‘state gov’, ‘federal gov’, ‘local gov’, ‘self-

emp-not-inc’, ‘private’ and ‘self-emp-inc’. In order to achieve

anonymity the records e1 and e2, the ‘Occupation’ attributes

of e1 and e2 are set to ‘state gov’, ‘federal gov’, ‘local gov’,

‘self-emp-not-inc’, ‘private’ or ‘self-emp-inc’ with the same

probability of 1/6 respectively.

Compared with the traditional method of k-anonymous,

Algorithm 5 has a randomized process. The traditional gener-

alization method will increase the value range of the attribute.

For example, if an anonymous group only contains ‘male’ and

‘female’, the attribute value ‘unknown gender’ will appear

after generalization. The randomization process eliminates

the new attribute value generated by the generalization, mak-

ing the value range of the attribute in the randomized data be

equal to the value range of the attribute in the original data set.

Therefore, the anonymous data is more similar to the original

data set, and the availability is higher.

In Algorithm 1, Algorithm 2 is called in line 1. Algorithm 2

is similar to k-means, and the time complexity is O(c ∗ n ∗ t),

where c is the initial number of divisions, n is the number

of elements, and t is the number of iterations [28]. Original

data setD is divided into {D1,D2, . . . ,Dc}. On average, each

subset contains n/c elements. The complexity from line 3 to

line 9 is O((n/c)2), and the time complexity from line 2 to

line 10 isO((n/c)2)∗c. The total time complexity of algorithm

1 isO(c∗n∗t)+O((n/c)2)∗c = O(c∗n∗t+n2/c). Since c and t

is much smaller than n, the time complexity of Algorithm 1

is O(n2).

IV. EXPERIMENTS AND DISCUSSION

A. EXPERIMENTS DESIGN

The experiment uses the Adult Data Set, the Default

of Credit Card Clients Data Set(Credit Data Set) and

the Iris Data Set respectively, which can be down-

loaded from the related website of UCI machine learn-

ing (http://archive.ics.uci.edu/ml/index.php). The Adult Data

Set and the Credit Data Set contain both numeric and

non-numeric attributes, and the Iris data set only contains

numeric attributes. All the data set have been used many

times in research fields such as machine learning, pattern

recognition and privacy protection [2], [15], [16], [25].

As the records with unknown values are unlikely to reveal

private information, the tuples with unknown values are elim-

inated. There are 45222 records without unknown values

in Adult data set. Each record has 14 attributes. We use

8 attributes of the tuples including 4 numerical attributes and

4 non-numerical attributes, as shown in Table 2. These eight

attributes are often used to infer user privacy, while the other

6 attributes are sensitive information that need to be protected.

TABLE 2. Description of the adult dataset.

There are 30000 instances in the Credit Data Set. Six

attributes, including three non-numerical attributes and three

numerical attributes, are used in the experiments. The details

of the attributes we used is shown in the Table 3. In the

Table 3 record4-6 are three payment records.

TABLE 3. Description of the credit dataset.

In the Iris data set, there are 150 records, including

three types of data, each of which contains 5 attributes.

The last attribute is a category identifier, and the first four

attributes are numerical attributes. In the experiment, we used

the first four attributes as the quasi-identifiers, as shown

in Table 4.
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TABLE 4. Description of the Iris dataset.

The information loss is measured by the Kullback-Leible

Rdivergence Distance(KLD) between the original data set

and the anonymized data set. KLD. distance is also called

relative entropy [17], The definition is as follows:

D(p ‖ q) = −
∑

x∈X

p(x)log
q(x)

p(x)
(9)

where p(x) and q(x) are the frequencies of x in anonymous

dataset and original dataset.

The greater the relative entropy, the greater the differ-

ence between the two distributions, which means that the

amount of information loss is greater. In this paper, a novel

k-anonymous is proposed. The strength of k-anonymous for

privacy protection depends only on the value of k. So if

the k-anonymous is achieved, the less information is lost,

the better the performance of the method is.

B. EXPERIMENT ANALYSIS

1) DETERMINATION OF THE NUMBER OF INITIAL PARTITION

Using algorithms 2 and 3 can find equivalent anonymous

classes more efficiently. Algorithm 2 and Algorithm 3 have

no effect on improving the strength of privacy protection,

however the initial partition number c has a great influence

on the efficiency of Algorithm 1. As discussed in section 3,

the time complexity of algorithm 5 isO(c∗n∗t)+O((n/c)2)∗

c = O(c∗n∗t+n2/c). In order tominimize f = c∗n∗t+n2/c,

f ′(c) = n ∗ t − n2/c2 should be 0, so c = (n/t)1/2.

2) TIME EFFICIENCY ANALYSIS

As the data set Iris is small, when verifies the efficiency of

the algorithm, the experiment is only performed on the Adult

Data Set and the Credit Data Set. Traditional k-anonymous

and random k-anonymous methods are performed on the

Adult Data Set and the Credit Data Set respectively. The

experimental results are shown as Figure 7 and Figure 8.

As can be seen from Figure 7 and Figure 8, most of the

time, when implementing k-anonymous on both data set,

the random k-anonymous method takes less time than the

traditional k-anonymous method, and the difference is not

too large. This demonstrates that the random k-anonymous

method is more efficient than the traditional k-anonymous

method, and this superiority is affected by the data set itself.

3) THE LOSS OF AVAILABILITY

We did comparative experiments on the Adult Data Set,

the Credit Data Set and the Iris Data Set to analysis the

loss of availability. The KLD. distances of different attributes

are calculated respectively. The larger the value of KLD. the

FIGURE 7. Run time with different k values on the Adult Data Set.

FIGURE 8. Run time with different k values on the Credit Data Set.

greater the difference between the distribution of the anony-

mous data set and the original data set, and information loss

will be more. The results are shown in Figure 1-11. Figure 9

compares the loss of availability of the Credit Data Set.

Figure 10 and Figure 11 compares the loss of availability of

four non-numerical attribute information and four numerical

attributes of the Adult Data Set. From Figure 9 and Figure 10,

it can be seen that, for non-numerical attributes, the ran-

dom k-anonymous method is obviously superior to the tradi-

tional k-anonymous method, and that with the increase of k,

the advantage of random k-anonymous will be more obvi-

ous than that of the traditional k-anonymous. Figure 9 and

FIGURE 9. The information loss on the Credit Data Set.
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FIGURE 10. The information loss of non-numeric value on the Adult Data.
Set.

FIGURE 11. The information loss of numeric value on the Adult Data Set.

Figure 11 show that for numerical attributes, the superiority

of random k-anonymous method is less obvious than the

traditional k-anonymous method. For the Adult Data Set,

Among the four attributes, the attribute ‘flh’ is the only one

that the performance of random k-anonymous better than the

traditional k-anonymous. For the Credit Data Set, only while

k is smaller, the random k-anonymous is superior than tradi-

tional k-anonymous. This means that for numerical attributes,

our method is sometimes superior to traditional methods,

and sometimes inferior to traditional methods. This indicates

that the performance of random k-anonymous method on the

numeric data set is somewhat affected by the characteristics

of the data itself.

FIGURE 12. Information loss of iris dataset.

In order to further verify the applicability of random

k-anonymous to numerical properties, we conducted compar-

ative experiments on the Iris Data Set which have numerical

property only. The experimental result is shown in Figure 12.

For the attributes ‘sepal width’, ‘sepal length’, and ‘petal

width’, random k-anonymous is obviously superior to the

traditional k-anonymous method. Only the ‘petal length’

attribute is not as good as the traditional k-anonymous

method. The ranges of attribute ‘sepal length’, ‘sepal width’,

‘petal length’ and ‘petal width’ are 3.6, 2.4, 5.9 and

2.4, respectively. But the range of ‘petal length’ is larger

than the other three attributes, and this is the reason why

our method does not perform well on the ‘petal length’

attribute. In general, on the Iris Data Set, the performance

of random k-anonymous method is better than the traditional

k-anonymous method.

C. DISCUSSION

From the above experimental results and analysis, we know

that random k-anonymous method can provide better privacy

protection, especially for non-numerical attributes, which is

more efficient and less interfering with the original data. The

performance of random k-anonymous method on numeric

attributes depends on the data set itself. For the three numer-

ical attributes of the Credit Data Set, the performance of this

method is nearly similar to that of the traditional method,

and the information loss is slightly higher than the traditional

method. In the Adult Data Set, there is only one numerical

attributes that the performance of random k-anonymous is

better than the traditional method. The Iris Data Set has four

numerical attributes. The performance of our method is better

than the traditional one on three attributes. The reason for

the different performance is that the ranges of numerical

attributes in the three data sets are different. In the Adult Data

Set, the maximum range of numerical attributes is 1476908.

But the maximum range of numerical attributes in the Iris

Data Set is only 5.9. So Random k-anonymous is not suitable

for privacy protection of numeric attributes with very large

range.

V. RELATED WORK

Researchers have done a lot of studies on privacy protection.

There are three fields of work with seemingly different goals.

The first field is about privacy by policy. The second field is

about privacy by statistics. The third field is about privacy

by cryptography [33]. Access control model is a privacy

protection methods belong to the first field. [33] use a fully

homomorphic encryption scheme to protect privacy. In this

paper, The method we proposed belongs to the second field.

K-anonymous and differential privacy are two important

privacy protection methods. K-anonymous was proposed by

Samarati and Sweeney [6]. There are at least k elements with

the same quasi-identifier. It can prevent the disclosure of

quasi-identifiers, however it does not provide protection for

the sensitive attributes. For instance, more than k elements

in the anonymous equivalence class have the same quasi-

identifier, but the sensitive attribute has the same value, such

as ‘cancer’. The attacker can still know that the users in this

anonymous class are cancer patients. This shortcoming was

overcome by l-diversity proposed Machanavajjhala et al. [7].

L-diversity requires not only that at least k records in the

equivalent class have the same quasi-identifier, but also

that sensitive information has at least l different values.

t-closeness proposed in [9] requires that the distribution of

sensitive attributes in the anonymous data set should be as

close as possible to the distribution of sensitive attributes
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in the whole data set. Both l-diversity and t-closeness can

prevent the leakage of sensitive attribute. In [6], [7], and [9],

k-anonymous can be achieved by generalization and suppres-

sion, but the authors did not give a way to find equivalence

class efficiently. Micro aggregation method was used in [34],

but if the data set is large, the computational cost will be high.

In this paper, we propose a two-step clusteringmethod, which

can find equivalent classes efficiently, even if the original

dataset is very large.

The k-anonymous methods proposed in [6], [7], [9],

and [34] all require that the quasi-identifiers have the same

value, which is the reason for the success of some attacks,

such as exhaustive attacks. In this paper, the shortcomings

were overcome by adding noise and randomization which

were always used in differential privacy.

Researchers had done a lot of work on differential privacy.

The optimal noise was introduced in [19]. Gaussian noise was

used in [20]. Hsu et al. gave an economic method for choos-

ing the value of epsilon in [21]. In [22], the global sensitivity

was replaced by smooth sensitivity. Li et al. pointed out that

k-anonymous, when preceded with a random sampling step,

satisfied differential privacy in [23]. [24] pointed out that if

a data set had been achieved k-anonymous, a differential

privacy transformation was performed on the confidential

attribute, then the result satisfied t-closeness. Although many

achievements had been made in the research field of differ-

ential privacy. There are only two ways to realize differential

privacy. One is by adding noise, the other is by randomization,

and the both are all used to achieve k-anonymous in this paper.

Compared with the traditional methods, the method pro-

posed in this paper mainly has two different points. First,

this paper gives a method to quickly find anonymous classes,

which greatly improves the efficiency. Second, by adding

noise and randomization, the same quasi-identifier does not

exist in the anonymized data set, which can effectively resist

the exhaustive attack.

VI. CONCLUSION

A novel method is proposed in this paper. First of all, the orig-

inal data set is divided into several relatively small data sets,

and then the anonymous equivalence classes are found in the

subset, which greatly reduces the computational cost of find-

ing anonymous classes, and thus greatly improves the imple-

mentation efficiency of k-anonymous. Then, k-anonymous is

realized by adding noise. As far as we know, it is the first

time that k-anonymous is realized by adding noise. In this

way, on the one hand, it can reduce the information loss

of anonymous data sets. On the other hand, it avoids the

problem that at least k records have the same quasi identifiers

in the anonymized data set. So this method of anonymity can

resist homogeneity attack, background attack and exhaustive

attack.
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